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Abstract

Software security has been growing in importance due to the increasing reliance on various systems such as computers, smartphones, and Internet-of-Things devices. Security weaknesses, or vulnerabilities, range in various aspects, from the systematic levels such as designing defects, to implementation errors such as language-specific program crashes. The multifaceted nature of vulnerabilities poses significant challenges to secure different systems. In fact, multilevel approaches have to be applied to reveal vulnerabilities or solidify the systems. Generally, there are two categories of approaches to securing a system, namely testing and verification. The former tries to generate test cases to trigger erroneous behaviors in the underlying programs. The latter models the system in an abstracted description to prove the absence of certain security defects. In this thesis, we will describe our efforts in greybox fuzz testing and type checking based verification in securing different levels of software systems.

Firstly, we apply greybox fuzz testing (or fuzzing) to detect implementation vulnerabilities. These vulnerabilities are usually subtle that it is rather complicated to formally verify the absence of the corresponding defects. We target on two levels of vulnerabilities. One is to improve the fuzzing directedness of executing towards specific target program locations to reveal crash induced vulnerabilities such as buffer-overflow, use-after-free, etc. To emphasize existing challenges in directed fuzzing, we propose HAWKEYE to feature four desired properties for directedness. With the statically analyzed results on the target program and its target locations, HAWKEYE applies multiple dynamic strategies for seed prioritization, power scheduling and mutation. The experimental results on various real-world programs showed that HAWKEYE significantly outperforms the state-of-the-art greybox fuzzers AFL and AFLGo in reaching
Abstract

secondly, we apply type checking based verification to detect those vulnerabilities introduced by designing defects where testing usually fails to reveal. Particularly, we focus on the information leakage vulnerability caused by inter-app communications on an Android system. We propose a lightweight security type system that models permission mechanism on Android, where the permissions are assigned statically and facilitated to enforce access control across applications. We proved the soundness of the proposed type system in terms of non-interference, with which we are able to prove the absence of information leakage among various apps in an Android system. We also presented a deterministic type inference algorithm for the underlying type system.

Finally, based on these attempts we have made so far, we briefly discuss the differences between the two categories of applied approaches in terms of the capability, the practicality, and their potential combinations in securing modern software systems.
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Chapter 1

Introduction

1.1 Motivations and Challenges

Software systems usually suffer from various kinds of vulnerabilities and weaknesses. These vulnerabilities can cause huge catastrophes from financial property loss to massive personnel casualty. For example, *Heartbleed* (CVE-2014-0160) [4] is a critical vulnerability caused by an implementation defect in the widely used OpenSSL cryptographic software library which can compromise the integrity of communications across the entire Web. Further, it is reported that this may also affect the internal networks of enterprise in the coming years due to the fact that most enterprises do not have a good handle on the SSL encrypted services. Other software weaknesses may lead to more direct tragedies which lead to deaths. For example, the aircraft accident of Ethiopian Airlines Flight 302 in the late 2018 is high likely due to the improper functionality of the Maneuvering Characteristics Augmentation System (MCAS) from Boeing 737 Max [5]. 153 lives were lost during this accident, including 149 passengers and 8 crew. Ironically, MCAS is designed to keep the balance of the airplane. The same Boeing 737 Max jet led to totally 189 people’s death during Lion Air Flight 610 in 2019, which is also reported to result from the functionality of MCAS.

One interesting phenomenon needs to pay attention to is that it is usually a long time from the point that the vulnerability was introduced to the point when the corresponding software was fully upgraded to the patched versions. According to “Vulnerability
Review 2018 – Global Trends” [6], only 86% vulnerabilities had a patch available on the day of disclosure in 2017, while in 2016 this percentage was 81%. It is worth noting that some vendors choose to issue major product releases only. For the Heartbleed case, it is also interesting that this vulnerability was introduced in 2012 while was not discovered until 2 years later in 2014. Worse still, it also remains unknown when all the mainstream services will be upgraded to get grid of this vulnerability eventually. For the Boing 737 Max case, it is even unclear whether there is a solution for the remedy at all, despite the fact that its first flight was January, 2016, which has passed 3 years.

To avoid the damages brought by the software defects, it is favorable to disclose these vulnerabilities as early as possible and fix them immediately. However, the vulnerability root causes essentially vary in different levels, including systematic level designing defects, as well as implementation level program crashes, etc. This poses significant challenges to secure these systems. Two widely applied approaches are testing and verification [7–11]. However, neither of them can comprehensively reveal security defects in the software systems effectively and efficiently. On one hand, verification systematically proves the absence of certain defects in the system. Due to its complexity nature, the programs or the systems that are verified are usually abstracted in an intermediate representation and the focus is a relative higher level security guarantee. However modeling the system correctly usually takes considerable time and the applied abstraction may miss subtle issues in the implementation. On the other hand, testing is effective in practice to reveal implementation vulnerabilities with test cases; it checks the different functionalities of the target program by considering different application scenarios. However, there is no guarantee that the system is free of vulnerabilities that are not covered by these tests; more importantly, it usually lacks the insight of the higher level design vulnerabilities. For example, although it is possible for fuzz testing to discover multiple crashes in Android core libraries, it usually cannot reveal certain categories of various security issues regarding privacy at the application framework level and the applications built on top of it [12,13]. In fact, it is almost impossible for testing techniques to detect certain security issues in Android due to its designing flaw [14].
1.2 Main Work

My work attempts to secure these systems by applying both testing and verification techniques for different levels of vulnerability detection. Figure 1.1 depicts the major parts of my work as well as their relations between different parts. For lower level implementation vulnerabilities, we rely on testing: this includes detecting vulnerabilities caused by buffer-overflow, use-after-free, etc — this lies in the lowest in the vulnerability hierarchy, as well as detecting relatively higher level concurrency-relevant bugs such as data-races or vulnerabilities in the multithreading environment. For higher level designing defects, we rely on verification, our target is the permission based access control defects which cannot be (exhaustively) revealed by testing.

As to testing, we apply the greybox fuzzing approaches to reveal those implementation vulnerabilities. Firstly, in order to guide the fuzzing procedure to certain specific program locations, we propose HAWKEYE, which can be applied to scenarios such as patching testing, crash reproduction, etc. We summarize four key properties that are considered important to the guidance: the robust directedness mechanism, the lightweight yet effective integration with static analysis, the optimized seed prioritization and scheduling strategies, as well as adaptive strategies across fuzzing states. Secondly, in order to improve the efficiency of fuzzing multi-threaded programs, we
propose **DOUBLADE**, a directed greybox fuzzer which utilizes the thread-aware analyses to increase the quality of the generated seeds. **DOUBLADE** provides the thread-interleaving feedback by providing a novel stratified exploration oriented instrumentation, together with the threading context information and the thread scheduling intervention that diversifies the actual interleaving. In addition, to integrate these different state-of-the-art fuzzing techniques, we build a general-purpose greybox fuzzing framework called *Fuzzing Orchestration Toolkit* [2] (a.k.a. FOT). This framework aims to be **versatile, configurable, and extensible**. It is versatile since it has integrated and will integrate various greybox fuzzing techniques [15–25]. It is configurable in the sense that it provides several builtin strategies which allow easy customization for the fuzzing procedure. It is also extensible in the sense that it provides fruitful interfaces for easy integration with new techniques. Both *HAWKEYE* and **DOUBLADE** are built on top of FOT, which heavily rely on the latter’s static analysis integration.

In order to secure the higher level designing defects such as information leakage in Android system, we propose a permission-dependent security type system to rigorously certify that the underlying system is free of these vulnerabilities. The novelty of the proposed type system is that we designed a type merging operator that allows for permission-dependent typing. We proved the soundness of the type system in terms of **non-interference**, in which we formally assure no information leakage in the system as long as the security type checking is passed. We also provided a set of type inference rules that are guaranteed to be decidable within a finite number of steps. In addition, we implemented a prototype of the type system which can type check the information leakage issues in Android.

With these applied approaches, we aim to provide a comprehensive solution, which ranges in different levels of vulnerability detection, to securing various software systems such as Linux or Android.

### 1.3 Contributions of the Thesis

The contributions of the thesis is as follows:
1. We proposed a principled directed greybox fuzzing technique, HAWKEYE, to allow for fuzzing on specific program target locations. HAWKEYE provides the robust directedness mechanism, integrates with a static analysis to calculate the directedness utilities, optimizes seed prioritization and scheduling, and applies adaptive mutation strategies across different distance states. This significantly improves the fuzzing effectiveness on the specified program target locations.

2. We proposed a thread-aware fuzzing technique, DOUBLADE, which significantly improved the effectiveness of fuzzing on multi-threaded programs. DOUBLADE utilizes the thread-aware analysis and applies three categories of instrumentation to explore thread-interleavings, improve the thread-scheduling diversities across executions, and consider threading context; based on the feedback provided by the instrumentations, DOUBLADE generates more valuable seeds that can significantly help reveal multithreading-relevant bugs.

3. We provided a greybox fuzzing framework, FOT, which is versatile in its configurability and extensibility. Based on this, we have integrated several fuzzing techniques, including HAWKEYE and DOUBLADE, and successfully detected more than 200 vulnerabilities in real-world open source programs, among which 51 have been assigned CVE IDs.

4. We provided a permission-dependent type system that precisely enforces access control based on the permission authentication mechanism on Android and proved its soundness in term of the non-interference property. We also provided a series of decidable type inference rules to assist the type checking. Based on the type system, we implemented a prototype that stresses information leakage issues in Android system.

1.4 List of Materials Related to the Thesis

1. Hongxu Chen, Yuekang Li, Bihuan Chen, Yinxing Xue, Yang Liu, “FOT: A


1.5 **Outline of the Thesis**

The rest of the thesis is organized as follows.

Chapter 2 describes the terminologies and preliminaries throughout this paper. Chapter 3 explains our directed greybox fuzzer HAWKEYE; HAWKEYE is our attempt to guide the fuzzing process to specific program target locations. Chapter 4 describes DOUBLADE, which aims to enhance the fuzzing effectiveness on multithreaded programs. Chapter 5 introduces our greybox fuzzing framework, FOT, which has integrated multiple greybox fuzzing techniques. Chapter 6 describes our attempt to secure
software systems based on verification, which applies a permission-dependent type system to enforce the non-interference property that prevents information leakage in an Android system. Chapter 7 discusses my reflection on the testing and verification based techniques and finally concludes the thesis.
Chapter 2

Preliminaries

In this chapter, we briefly describe the preliminaries, as well as terminologies used throughout the thesis.

2.1 Greybox Fuzz Testing

Since its introduction in the early 1990s [26], fuzz testing, or fuzzing, has remained highly popular due to its conceptual simplicity, its low barrier to deployment, and its vast amount of empirical evidence in discovering real-world software vulnerabilities [20].

Greybox fuzzers (GBFs), which apply some instrumentations and utilize the collected dynamic statistics as feedback to guide the fuzzing procedure, have been proven to be effective in generating seeds and detecting vulnerabilities in modern programs [20]. Specially, AFL [27], libFuzzer [28], honggfuzz [29] and the fuzzing infrastructure ClusterFuzz [30] have been able to detect more than 16,000 vulnerabilities or bugs in over 160 open source projects [27, 30]. Greybox fuzzing strikes a balance between mutation effectiveness and its execution speed. Compared to blackbox fuzzing, greybox fuzzing, to some extent, is aware of the structure of the target program under test via the instrumentation, therefore it has the capability to effectively guides the
fuzzing procedure to much more valuable paths. Compared to white-box fuzzing techniques such as symbolic execution [31, 32], it is extremely lightweight and far more scalable to real-world projects.

Algorithm 1 presents the core procedures of a typical greybox fuzzing algorithm. Basically, it involves an instrumentation step and a fuzzing loop. Given a target program $P_o$ and input seeds $T_S$, a GBF first applies the instrumentation to track the coverage information in $P_o$. That is, the actual target program is $P_f$. In spite of the difference, since the instrumentation typically does not significantly change the regular flow of a program’s semantics, the crash on $P_f$ usually still indicates a weaknesses inside $P_o$. In practice, this difference is usually neglected. The instrumentation can be done statically or dynamically. Static source instrumentation is usually applied during the source compilation procedure, with the help of compilation infrastructure such as LLVM [33], GCC [34]. Dynamic binary instrumentation (DBI) is done with the help of DBI frameworks such as Valgrind [35], Intel PIN [36]. Logically, instrumentation does not belong to fuzzing procedure, and its purpose is to collect feedback during fuzzing. Usually, the instrumentation does not involve deep static analyses. The fuzzing loop does the actual mutations and testings against the program.

1. Based on the seed priority, seed selection selects next candidate seed $t$ from the queue which is formed by $T_S$. 

```plaintext

Algorithm 1: Greybox Fuzzing

input : Program $P_o$, Initial input seeds $T_S$
output: Final seeds $T'_S$, Vulnerable seeds $T_C$
1 $P_f = \text{instrument}(P_o)$;  // instrumentation
2 $T_C \leftarrow \emptyset, T'_S \leftarrow T_S$;
3 while True do
4 $t = \text{next_seed}(T'_S)$;  // seed selection
5 $M = \text{get\_mutation\_chance}(t)$;  // power scheduling
6 for $i \in 1 \ldots M$ do
7 $t' = \text{mutated\_input}(t)$;  // seed mutation
8 res = run($P_f, t', N_c$);  // calibration execution
9 if is\_crash$(res)$ then
10 $T_C = T_C \cup \{t'\}$;  // report vulnerable seeds
11 else if cov\_new\_trace$(t', res)$ then
12 $T'_S = T'_S \cup \{t'\}$;  // save "good" seeds
```
2. *Seed mutation* procedure determines based on previous execution statistics on $t$ to determine how many mutation chances ($M$) will be provided for $t$.

3. It enters the *monitored execution* against the variants of $t$ with $M$ iterations.
   a) Firstly, it applies *seed mutation* on $t$ to generate a seed $t'$.
   b) Secondly, it goes to the actual *calibration execution* against $t'$; for statistics collection purpose, the fuzzer usually executes $P_f$ against $t'$ with continuously $N_c$ times. This is due to the fact that a single run on a specific seed may not be stable and the fuzzer needs to collect average statistics for further scheduling.
   c) Finally, the fuzzer handles the generated seeds based on the execution results: the vulnerable seeds will be reported and those that are considered “good” according to the feedback will be appended to the seed queue for subsequent mutations.

As the fuzzer’s awareness of the program structure is based on the instrumentation feedback, a GBF typically does not *know* the target program itself; therefore it usually has no idea when to stop the fuzzing procedure. In practice, however, this is not an issue since the fuzzing procedure is terminated manually or canceled within a time threshold.

In the recent years, many approaches have been proposed to increase the fuzzing effectiveness in different aspects [15, 16, 18–20, 22, 37–40]. For example, Angora [19] proposes to introduce fine-grained instrumentation and applies constraint solving to increase coverages; Coll-AFL [18] proposes a path sensitive approach to avoid collisions; Skyfire [21] attempts to improve the mutation operations on structure-sensitive programs. These have lead to further advances in the greybox fuzzing.
2.2 Type Checking Based Verification

2.2.1 Type Checking for Information Flow Analysis

Security type checking in securing information flow is based on the classification of program variables into different security labels. The simplest is to classify some variables as \( L \), meaning low security (public), while other variables as \( H \), meaning high security (private). The goal is to prevent private information variables from being leaked publicly, i.e., prevent information in \( H \) variables from flowing to \( L \) variables.

As to confidentiality, the common practice is to treat the set of the security labels as a lattice and the information flows only upwards in the lattice [41]. For example, since \( L \leq H \), we would allow flows from \( L \) to \( L \), from \( H \) to \( H \), and from \( L \) to \( H \), but we would disallow flows from \( H \) to \( L \).

Below is an example taken from Denning [42]. We assume \texttt{secret: }H and \texttt{leak: }L, and the attacker can observe any variable at level \( L \) but no variable at \( H \). From the confidentiality requirement, \texttt{leak:=secret} is illegal while the assignment \texttt{secret:=leak} works fine. This is due to the fact in the former case the secret information may be observed by the attacker when he/she sees the value of \texttt{leak}, which has the same value as \texttt{secret} after the assignment and is accessible by the attacker who has observation level not less than \( L \). The leak is caused by an explicit data flow and is so-called explicit flow. On the other hand, control flow can also leads to implicit flow leaks. For example,

```bash
1 if ((secret mod 2) == 0) {
2    leak := 0;
3 } else {
4    leak := 1;
5 }
```

Despite that the \texttt{if-else} construct is not intended for data transfer, this segment is essentially equivalent to \texttt{leak:=secret}, which obviously violates the confidentiality. Therefore this is as dangerous as the direct assignment.

Some complex data structures may result in subtle information leaks. For example, if array \texttt{a} is initialized with all \( 0 \)s, then the program below is still leaking information
due to the fact that after the execution, leak will be assigned to i, which is still the value of secret. There is also a leak from secret to leak.

```java
1  a[secret] := 1;
2  for (int i := 0; i < a.length; i++) {
3      if (a[i] == 1) leak := i;
4  }
```

### 2.2.1.1 The Non-interference Property

At a program level, the security properties are described as non-interference, which was described by Goguen and Meseguer in 1982 [43]. The simplest form tells that a deterministic program $c$ satisfies non-interference, if and only if, for any memories $\mu$ and $\nu$ that agree on $L$ variables, the memories produced by running $c$ on $\mu$ and on $\nu$ also agree on $L$ variables (provided that both terminate successfully). Basically, the program can be viewed as a state machine. If a low user is working on the machine, it will respond in exactly the same manner (on the low outputs) whether or not a high user is working with sensitive data. The low user will not be able to acquire any information about the activities (if any) of the high user by observing the values of low variables.

Typically, a security type system is introduced to prove the non-interference property. In addition to the regular types (such as integer, boolean, etc.), expressions and commands also contain security labels. And by applying the well-established typing derivation approach, it is fairly enough by reasoning over provided typing rules to verify the property, thus it provides a certificate to the underlying program.

### 2.2.1.2 Typing Principles

When applying type systems to guard information flows, a security label is typically associated with security type $\tau$ apart from the regular data type. The goal is to prove the soundness of the type system; that is, the problem survives the required security properties as long as it is well-typed in terms of the security types.
In Bell-Lapadula Model [44], it requires the subject at a given level must not write to any object at a lower security labels, and not read any object a higher security labels, which is characterized by the phrase “no read up, no write down”, and it is safe to treat data that is low confidential to be high. In term of language based secure type systems, this is termed as Simple Security and Confinement Security. The former applies to expressions and later applies to commands. If an expression \( e \) can be given type \( \tau \) in the system, then Simple Security says, for secrecy, that only variables at level \( \tau \) or lower in \( e \) will have their contents accessed (read) when \( e \) is evaluated (“no read up”). On the other hand, if a command \( c \) can be given type \( \tau \), then Confinement says, for secrecy, that no variable below level \( \tau \) is updated (modified, written) in \( c \) (“no write down”).

The concrete security typing rules vary in the underlying type systems to guarantee these two properties. However, normally two subsumption rules are present in addition to the syntax-directed typing rules. That is, for expressions, it follows a co-variant view (Sub\(_e\)) and for commands, it follows a contra-variant view (Sub\(_c\)).

\[
\frac{e : \tau \rightarrow \tau' \leq \tau'}{e : \tau'} \quad (\text{Sub}\(_e\)) \\
\frac{c : \tau \rightarrow \tau' \leq \tau}{c : \tau'} \quad (\text{Sub}\(_c\))
\]

Intuitively, (Sub\(_e\)) depicts the fact that it is always safe to read less confidential data as more confidential one; while (Sub\(_c\)) discloses that if there is no variable below level \( \tau \) updated in \( c \), then there is surely no variable below \( \tau' \) updated in \( c \), as long as \( \tau' \leq \tau \).

### 2.2.2 IPC Mechanism in Android

Android have become the mainstream of the smartphones. Android security has also long been the focus for security researchers, one of which belongs to the information leakage issue. On Android, inter-process communication (IPC) is one of the major reasons that cause information leak, when the app sends sensitive data to the recipient but without proper permission checking on the latter.

In particular, intents are frequently used for message passing within or across apps. An intent is a message that declares a recipient, optionally with data. It can be thought of as a self-contained object that specifies a remote procedure to call and includes the
associated arguments (remote procedure call, RPC). Intents are widely used for both inter-app communication and intra-app communication.

Intents are sent between three categories of Android components: Activities, Services, and Broadcast Receivers (excluding Content Provider). They can be used for different purposes, such as starting Activities, starting, stopping, and binding Services, broadcasting information to BroadcastReceivers, etc. All of these communications can be used with explicit or implicit Intents. Intents can be used for explicit or implicit communication. An explicit intent regulates that it should be delivered to a particular app with explicit app ID, whereas an implicit intent requests delivery to any app that satisfies certain properties. In other words, an explicit intent specifies the recipient by name, whereas an implicit intent’s recipient(s) are eventually determined by the Android system based on the recipient’s/recipient’s support for certain operations. For example, consider an app that stores contact information. When a user clicks on one of his or her contacts’ family address, the “contacts app” needs to ask another app to display a map of that location (in Android, it would be a ACTION_VIEW action with the data URI of the scheme “geo:0,0?q=my+street+address”). In this scenario, the contacts app could send an explicit intent directly to Google Maps (in most cases, it is enough to call intent.setPackage("com.google.android.apps.maps") followed by a startActivity(intent)). Alternatively, it can send an implicit intent that would be delivered to any app that also provides map service such as Yahoo! Maps (e.g., only startActivity(intent) is called). Using an explicit intent guarantees that it is delivered to the intended recipient, whereas implicit Intents allow for late runtime binding between different apps. Typically, the resolution result is checked by calling of intent.resolveActivity(getPackageManager()), which is unknown until runtime.
Chapter 3

HAWKEYE: Directed Greybox Fuzzing

3.1 Introduction and Motivation

Generally speaking, existing greybox fuzzers aim to cover as many program paths as possible within a limited time budget. However, there exist several testing scenarios where the programmers only care about certain specific paths or locations and hope these can be sufficiently tested. For example, if MJS [45] (a JavaScript engine for embedded devices) has a vulnerability discovered on MSP432 ARM platform, similar vulnerabilities may occur in the corresponding code for the other platforms. In such a situation, the fuzzer should be directed to reproduce the bug at these locations. In another scenario, the programmers need to check whether a given patch indeed fixes the bug(s) in the previous versions [46–49]. This requires the fuzzer to concentrate on those locations that are affected by patched code. In both scenarios, the fuzzer is expected to be directed to reach certain user specified locations in the target program. For clarity, we name such locations as target locations. Following the definition in AFLGo [16], we name those fuzzers that can fulfill the directed fuzzing task as directed fuzzers.

AFLGo [16] is a variant of the state-of-the-art fuzzer AFL. It is a directed greybox fuzzer (DGF) that reduces the reachability of target locations to an optimization problem. It adopts a meta-heuristic to promote the seeds with shorter distances. The distance is calculated based on the average the weight of basicblocks on seed’s execution trace to the target basicblock(s), where the weight is determined by the edges in
the call graph and control flow graphs of the program, and the applied meta-heuristic is simulated annealing [50]. Owing to these, AFLGo improves the power scheduling for fuzzing directedness — how many new seeds (a.k.a. “energy” in AFLGo) should be generated from the current seed.

A pure dynamic execution can only get the feedback based on the traces it has already covered without any awareness about the predefined target locations. Thus, static analysis is required to extract the necessary information for guiding the execution towards the target locations for DGFs. The most widely adopted is to calculate the distance to the target locations for the components (e.g., basicblocks, functions) of the target program, so that when executed, DGFs can decide the affinity between current seed and the target locations from the components in the execution traces. The major challenge is that the distance needs to be efficiently calculated while not compromise certain desired features. In particular, it should help to keep to some extent the seed diversity [51]. For example, the existing seed distance calculation algorithm used in AFLGo always favors shortest path that leads to the target locations (see § 3.2.1), which may starve seeds that could be more easily mutated to reach the target location and further trigger crashes. The author of libFuzzer [28] argues that not taking into account all the possible traces may fail to expose the bugs hidden deeply in longer paths [52]. This derives the first desired property \( P_1 \). Another challenge is that the static analysis should provide precise information with acceptable overheads. This is because that coarse static analyses will not benefit the dynamic fuzzing much, while heavyweight static analyses themselves may take considerable time before the dynamic fuzzing starts. This challenge derives the second desired property \( P_2 \). Therefore, the first issue is how a DGF applies proper static analysis effectively and efficiently to collect necessary metrics.

After static analysis, there are several challenges in dynamic analysis — how to dynamically adjust different strategies for the purpose of reaching the target locations as fast as possible. The first challenge is how to properly allocate energy to the seeds with different distances and how to prioritize the seeds closer to the target locations. This derives the third desired property \( P_3 \). The second challenge is how to adaptively change the mutation strategies, since GBFs may possess various mutation operators at
both coarse-grained (e.g., chunk replacement) and fine-grained (e.g., bitwise/bytewise flip) levels. This derives the fourth desired property \( P4 \). Therefore, the second issue is how a DGF applies adaptive strategies during the dynamic fuzzing procedure.

To emphasize the two aforementioned issues, we suggest that an ideal DGF is expected to hold the following desired properties (§3.2.2):

- **P1** It should provide a robust mechanism guiding the directed fuzzing by considering all the possible traces to the target locations.
- **P2** It should strike a balance between utilities and overheads as to static analysis.
- **P3** It should prioritize and schedule the seeds to reach target locations rapidly.
- **P4** It should adopt an adaptive mutation strategy across different program states.

We propose our solutions to achieve the 4 properties for DGF. For **P1**, we propose to apply the static analysis results to augment the adjacent-function distance (§3.4.2); and the function level distance and basicblock level distance should be calculated based on the augmented adjacent-function distance to simulate the affinities between functions (§3.4.3). Meanwhile, during fuzzing, we calculate basicblock trace distance and covered function similarity of the execution trace to that of the target functions (§3.4.4) by integrating the static analysis results with the runtime execution information. For **P2**, we propose to apply the analysis based on call graph (CG) and control flow graph (CFG), i.e., the function level reachability analysis, the points-to analysis for function pointers (indirect calls), and the basicblock metrics (§3.4.1). For **P3**, we propose to combine the basicblock trace distance and covered function similarity for solving the power scheduling problem (§3.4.4) and the seed prioritization problem (§3.4.6). For **P4**, we propose to apply an adaptive mutation strategy according to the reachability analysis and covered function similarity (§3.4.5).

By taking these properties into account, we implemented our DGF, HAWKEYE, and conducted a thorough evaluation with various real-world programs. The experimental results show that in most cases, HAWKEYE outperforms the state-of-the-art greybox fuzzers in terms of the time to reach the target locations and the time to expose the
crashes. Particularly, HAWKEYE can expose certain crashes up to 7 times faster than the state-of-the-art AFLGo, reducing the time to exposure from 3.5 hours to 0.5 hours.

In practice, HAWKEYE has been successfully discovering crashes with the suspicious target locations reported by other vulnerability detection tools and successfully found more than 41 previously unknown crashes in projects Oniguruma [53], MJS [45], etc. All these vulnerabilities have been confirmed and fixed; among them, 15 vulnerabilities have been assigned unique CVE IDs.

The main contributions of this chapter are summarized as follows:

1) We analyzed the challenges in directed greybox fuzzing and summarized the four desired properties for DGFs.
2) We provided a measure of power function that can guide the fuzzer towards the target locations effectively.
3) We proposed a novel approach to boost the convergence speed to the target locations by utilizing power scheduling, adaptive mutation and seed prioritization.
4) We implemented HAWKEYE that organically combines these ideas and thoroughly evaluated our results in crash reproduction and target location covering.

3.2 Desired Properties of DGF

In this section, we first show an example to illustrate the difficulties in DGF. Based on the observations from the example, we then propose four desired properties for an ideal DGF. Finally, we review the state-of-the-art DGF, namely AFLGo [16], with respect to these four desired properties.

3.2.1 Motivating Example

Figure 3.1 shows two execution traces related to CVE-2017-15939 [54], which is a NULL pointer dereference bug caused by an incomplete fix in CVE-2017-15023 [55]. This vulnerability is difficult for the existing GBFs to discover. For instance, AFL [27]
fails to detect this vulnerability within 24 hours in all the 10 different runs we conducted. This bug is triggered in nm from GNU binutils. In function concat_filename, a NULL pointer is assigned and used without checking, which triggers the segmentation fault. From a patch testing perspective, we would like to target concat_filename (subsequently, we will denote this as $T$) and guide the fuzzing to reproduce the crashing trace (i.e., $\langle a, b, c, d, T, Z \rangle$ in Figure 3.2).

For simplicity, in Figure 3.2, we illustrate only three representative traces for the CVE-2017-15939 by omitting 1) the overlapping functions before $a$ and 2) the other traces that do not pass the target function $T$. The difficulty in discovering this CVE for the general GBFs (e.g., AFL) arises from the fact that the target function $T$ is deeply hidden in the crashing trace. As shown in Figure 3.2, the call chain of $\langle a, e, T, Z \rangle$ is shorter than $\langle a, b, c, d, T, Z \rangle$.

Since most of the GBFs (such as AFL, LibFuzzer, etc.) are supposed to be coverage oriented, and do not care specially about the target locations, they may not put most of their efforts in generating seeds that reach function $T$ and testing the function thoroughly. For DGFs, although there suppose to be some efforts to guide the fuzzing procedure to favor some traces leading to $T$ and focus more on these traces, they may frequently miss all the traces. For example, if AFLGo detects that two traces can reach the target locations, it will highly likely favors the trace with shorter path: the distance

<table>
<thead>
<tr>
<th>Functions in a Crashing Trace</th>
<th>File &amp; Line</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>main</td>
<td>nm.c:1794</td>
<td>$M$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>bfd_dwarf2_find_nearest_line</td>
<td>dwarf2.c:4798</td>
<td>$a$</td>
</tr>
<tr>
<td>comp_unit_find_line</td>
<td>dwarf2.c:3686</td>
<td>$b$</td>
</tr>
<tr>
<td>comp_unit_maybe_decode_line_info</td>
<td>dwarf2.c:3651</td>
<td>$c$</td>
</tr>
<tr>
<td>decode_line_info</td>
<td>dwarf2.c:2265</td>
<td>$d$</td>
</tr>
<tr>
<td>concat_filename</td>
<td>dwarf2.c:1601</td>
<td>$T$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>$Z$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Functions in a Normal Trace</th>
<th>File &amp; Line</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>main</td>
<td>nm.c:1794</td>
<td>$M$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>bfd_dwarf2_find_nearest_line</td>
<td>dwarf2.c:4798</td>
<td>$a$</td>
</tr>
<tr>
<td>scan_unit_for_symbols</td>
<td>dwarf2.c:3211</td>
<td>$e$</td>
</tr>
<tr>
<td>concat_filename</td>
<td>dwarf2.c:1601</td>
<td>$T$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>$Z$</td>
</tr>
</tbody>
</table>

**Figure 3.1:** Two execution traces relevant with CVE-2017-15939, where $M$ is the entry function, $T$ is the target function, and $Z$ is the exit.
between the seed to the target is determined by the average distance of the com-
ponents (basicblocks or functions) in the execution trace to the target locations, where
the components’ distance to the target locations are essentially determined by the num-
ber of edges between the components and the target locations. This mechanism causes
AFLGo to give more energy to the trace \(\langle a, e, T, Z \rangle\) since it reaches the target \(T\) and the
induced trace distance is smaller than \(\langle a, b, c, d, T, Z \rangle\); on the other hand, less attention
is put on \(\langle a, b, c, d, T, Z \rangle\), which however causes the crash under some circumstances.
Worse still, other traces like \(\langle a, e, f, Z \rangle\) may be mistakenly assigned with more energy.
As a result, AFLGo was also not able to reproduce the crash within 24 hours in any of
the 10 runs we conducted.

The challenges of the existing DGF roots in the following aspects: 1) the target
functions may appear in several places in target program, and multiple different traces
may lead to the target. 2) since the call graph majorly affects the calculation of the trace
distance (the dissimilarity with the target locations), it needs to be accurately built; in
particular, the indirect calls among functions should not be ignored. If the above two
issues are not well handled, the distance-based guiding mechanism for DGF will get
hindered and fail in such cases.

3.2.2 Desired Properties of Directed Fuzzing

We observe that an ideal DGF should possess the following desired properties.
P1. **DGF should define a robust distance mechanism to guide directed fuzzing by avoiding the bias to certain traces** Different from general GBFs, to reach the specified locations, there may exist several execution traces towards them. More often than not, a target function could appear several times in the code and be called even from different entries of the code. Without any static information as guidance, during the fuzzing process, the fuzzer knows nothing about the execution traces that cover the target locations before they have been executed; and even if the locations have already been covered, the fuzzer does not know whether there are other traces that can lead to them. Taking Figure 3.2 as an example, in the AFL fuzzing process, trace \( \langle a, b, c, d, T, Z \rangle \) may not be ever exercised by the existing seeds due to the existence of a strong precondition before \( a \). Therefore, the guiding mechanism should provide the knowledge of all the possible traces that lead to the target locations and guide the mutation towards it via gradually reducing the distance.

However, for DGF, awareness of all the possible traces towards target locations is not enough: the distance to specified locations for all traces should be properly calculated so that all traces reachable to them will be assigned more energy compared to other traces. For Figure 3.2, \( T \) is the target and we would like to check the functionality of \( T \). Note that if we know in advance that only the traces that involve \( d \) and \( T \) may cause crashes, we can set both \( d \) and \( T \) as target locations. Intuitively, traces \( \langle a, e, T, Z \rangle \) and \( \langle a, b, c, d, T, Z \rangle \) should be treated without bias as both of them can lead to the target location, while \( \langle a, e, f, Z \rangle \) should be less important as it misses the target location.

P2. **DGF should strike a balance between efficiency and effectiveness for static analysis.** Effective static analysis can benefit the dynamic fuzzing procedure in two aspects: 1) In real-world C/C++ programs, there are indirect function calls (e.g., passing a function pointer as a parameter in C, or using function objects and pointers to member functions in C++). In the presence of indirect calls, call sites cannot be observed directly from the source code or binary instructions. So the trade-offs between overheads and utilities need to be made for analyzing them. 2) Not all call relations should be treated equally. For example, some functions occur multiple times in its calling functions, implying that they have higher chance to be called at runtime. From the static analysis perspective, we need to provide a way to distinguish these scenarios. As to function
level distances between functions that have immediate calling relations, it is intuitive that callees called in multiple times in different branches should be “closer” to the caller.

To sum up, taking Figure 3.2 as an example, the desired design for the DGF is: 1) if function \( a \) (transitively) calls \( T \) in an indirect way (i.e., one or more calls in the chain \( a \rightarrow b \rightarrow c \rightarrow d \rightarrow T \) are through function pointers), the static analysis should capture such indirect calls, otherwise the distance from \( a \) to \( T \) will be not available (i.e., treated as unreachable). 2) if the callee appears in more different branches and occurs more times in its caller, a smaller distance should be given since it may have more chance of being called for reaching the target(s). However, modeling the actual branch conditions in static phrase is impractical due to the inherent limitations of static analysis. For example, given a nontrivial code segment, it is hard to predict whether the true branch of a predicate will be executed more often than its false branch during runtime. On the other hand, tracking symbolic conditions dynamically would be too time costly in a greybox fuzzing setting.

**P3. DGF should prioritize seeds close to target locations.** AFL determines how many new seeds should be generated (i.e., “energy”) from a seed to improve the fuzzing effectiveness (i.e., increase the coverage); this is termed “power scheduling” in [15,16]. In directed fuzzing, the goal of fuzzing is not to reach the upper-limit of coverage as fast as possible, but reach the particular target locations as fast as possible. Hence, power scheduling in DGF should determine how many new seeds should be generated from a seed in order to get a new seed that leads to the target locations [16]. Similarly, the seed prioritization in DGF is to determine an optimized fuzzing order of seeds to reach target locations as fast as possible. Both of them can be guided by the distance-based mechanism which measures the affinity between the current seed to the target locations.

For power scheduling, the desired design is that the seed trace with a smaller distance to the target locations should be assigned more energy for fuzzing, as the trace closer to the target locations gets better chance to reach there. Therefore, \( \langle a, e, T, Z \rangle \) should be allocated with similar energy with \( \langle a, b, c, d, T, Z \rangle \), and \( \langle a, e, f, Z \rangle \) should have less energy than the previous two. For seed prioritization, seeds that have smaller distance (“closer”) to the target locations should be fuzzed earlier in subsequent mutations. Therefore, \( \langle a, e, T, Z \rangle \) and \( \langle a, b, c, d, T, Z \rangle \) should be put ahead of \( \langle a, e, f, Z \rangle \).
P4. DGF should adopt an adaptive mutation strategy at different program states. GBFs usually apply different mutations, such as bitwise flip, byte rewrite, chunk replacement, to generate new seeds from the existing one. In general, these mutators can be categorized into two levels: fine-grained mutations (e.g., bitwise flip) and coarse-grained mutations (e.g., chunk replacement). Although there is no direct evidence that fine-grained mutations will likely preserve the execution traces, it is widely accepted that a coarse-grained random mutation has a high chance to greatly change the execution trace. Therefore, the desired design is that when a seed has already reached the target locations (including target lines, basicblocks or functions), it should be given less chances for coarse-grained mutations.

For the example in Figure 3.2, consider the case where the DGF has already reached the target function via trace $\langle a, b, c, d, T, Z \rangle$, but crash is not triggered yet. Now, the DGF should allocate less chances for coarse-grained mutations for the input of $\langle a, b, c, d, T, Z \rangle$. Meanwhile, if DGF has just started up and $\langle a, b, c, d, T, Z \rangle$ has not been reached yet, the DGF should give more chances for coarse-grained mutations.

### 3.2.3 AFLGo’s Solution

In this section, we evaluate the solution of AFLGo against the four desired properties to demonstrate the significances of these properties in DGF.

**For P1.** In AFLGo, the seed distance to a specific target basicblock/function is calculated as the average shortest distance of basicblocks/function the seed covers. For example, in Figure 3.2, where the nodes are functions, for trace $a \rightarrow b \rightarrow c \rightarrow d \rightarrow T \rightarrow Z$, given the fact that $d(a, T) = 2$ (shortest path: $a \rightarrow e \rightarrow T$), $d(b, T) = 3$ (shortest path: $b \rightarrow c \rightarrow d \rightarrow T$), $d(c, T) = 2$ (shortest path: $c \rightarrow d \rightarrow T$), $d(d, T) = 1$ (shortest path: $d \rightarrow T$), we can see $d_s(\langle a, b, c, d, T, Z \rangle) = (2 + 3 + 2 + 1 + 0)/5 = 1.6$. Analogously, $d_s(\langle a, e, T, Z \rangle) = (2 + 1 + 0)/3 = 1$ and $d_s(\langle a, e, f, Z \rangle) = (2 + 1)/2 = 1.5$. Given these three execution traces, the energy assigned to them will be $\langle a, e, T, Z \rangle$.  

\[^1\]In practice, AFLGo calculates the trace distance at the basicblock level with harmonic mean of the accumulative distance; nevertheless, the essential idea is the same.
> \langle a, e, f, Z \rangle > \langle a, b, c, d, T, Z \rangle$. This is problematic: the normal trace $\langle a, e, T, Z \rangle$ is overemphasized; the crashing trace $\langle a, b, c, d, T, Z \rangle$ is however considered the least important, even less important than the trace $\langle a, e, f, Z \rangle$ that fails to reach the target $T$.

**For P2.** AFLGo only considers explicit call graph. Due to this, all function pointers are treated as *external nodes* which are ignored during distance calculation. This means that, in an extreme case, if the target function is called via a function pointer, its distance from the actual caller is undefined. For example, in Figure 3.2, if $d$ and $e$ call $T$ via function pointers, both $d$ and $e$ will be mistakenly considered unreachable to $T$; consequently, all nodes except for $T$ will be considered unreachable to $T$. Therefore essentially there is no directedness in such a case. Besides, AFLGo counts the same callee in its callers only once, and does not differentiate various call patterns between the caller and callee (see §3.4.2). The function level distance is calculated on the call graph with the Dijkstra shortest path, assuming the weight of two adjacent nodes (functions) in the call graph always to be 1, which will distort the distance calculation.

**For P3.** AFLGo applies a simulated annealing based power scheduler: it favors those seeds that are closer to the target locations by assigning more energy to them for mutation; the applied cooling schedule initially assigns smaller weight on the effect of “distance guidance”, until it reaches the “exploitation” phrase. It solves the “exploration vs exploitation” problem [56] and mitigates the imprecision issue brought by the statistically calculated basicblock level distance. In our opinion, this is an effective strategy. The problem is that there lacks a prioritization procedure so the newly generated seeds with smaller distance may wait for a long to be mutated.

**For P4.** The mutation of AFLGo come from AFL’s two non-deterministic strategies: 1) *havoc*, which does purely random mutations such as bit flips, chunk replacement, etc; 2) *splice*, which generates seeds from some random byte parts of two existing seeds. Notably, during runtime AFLGo excludes all the deterministic mutation procedures and relies purely on the power scheduling on havoc/splice strategies. The randomness of these two strategies can indeed favor those with smaller distances to the target locations. However, it may also destroy the existing seeds that are close to them. In fact, some subtle vulnerabilities can only be reached with some special preconditions.
In reality, an incomplete fix may still leave some concern cases to be vulnerable; for example, CVE-2017-15939 is caused by an incomplete fix for CVE-2017-15023. Hence, AFLGo lacks the adaptive mutation strategies, which will mutate arbitrarily even when the current seeds are close to the specified locations enough.

**Summary.** We summarize the following suggestions to improve DGFs:

1. For **P1**, an accurate distance definition is needed to retain trace diversity and mitigate the bias on short traces.
2. For **P2**, both direct and indirect calls need to be analyzed; different call patterns need to be distinguished during static distance calculation.
3. For **P3**, a moderation to the current power scheduling and a distance-guided seed prioritization strategy are preferable.
4. For **P4**, an adaptive mutation strategy is needed to optimally apply fine-grained and coarse-grained mutations.

### 3.3 Approach Overview

In this section, we briefly introduce the workflow of our proposed approach, named HAWKEYE. An overview of HAWKEYE is given in Figure 3.3, which consists of two major components, i.e., static analysis and fuzzing loop.

#### 3.3.1 Static Analysis

The inputs of static analysis are the *program source code* and the *target locations* (i.e., the lines of code that the fuzzer is directed to reach). We derive the basicblocks and functions where the target locations reside in, and call them *target basicblocks* and *target functions*, respectively. The main output of static analysis is the *instrumented program binary* with the information of *basicblock level distance*. 
Firstly, we precisely construct the call graph (CG) of the target program based on the inclusion-based pointer analysis \[57\] to include all the possible calls. For each function, we construct its control flow graph (CFG) (§3.4.1).

Secondly, we compute several utilities to facilitate the directedness in HAWKEYE based on CG and CFG (§3.4.3).

(1) **Function level distance** is computed based on CG by augmenting adjacent-function distance (§3.4.2). This distance is utilized to calculate the basicblock level distance. It is also used during the fuzzing loop to calculate the covered function similarity (§3.4.4).

(2) **Basic block level distance** is computed based on the function level distance with the CG and the functions’ CFGs. This distance is statically instrumented for each basicblock considered to be able to reach one of the target locations. In the fuzzing loop, it is also used to calculate the basicblock trace distance (§3.4.4).

(3) **Target function trace closure** is computed for each target location according to the CG to obtain the functions that can reach the target locations. It is used during the fuzzing loop to calculate the covered function similarity (§3.4.4).

Lastly, the target program is instrumented to keep track of the edge transitions (similar to AFL), the accumulated basicblock trace distance, and the covered functions.

### 3.3.2 Dynamic Fuzzing Loop

The inputs of fuzzing loop are the *instrumented program binary*, the *initial seeds*, the *target locations* as well as the information of *function level distance* and *target function trace closure*. The outputs of fuzzing loop are the seeds that cause abnormal program behaviors such as crashes or timeouts.

During fuzzing, the fuzzer selects a seed from a priority seed queue. The fuzzer applies a *power scheduling* against the seed with the goal of giving those seeds that are considered to be “closer” to the target locations more mutation chances (a.k.a. energy,
§3.4.4). Specifically, this is achieved through a power function, which is a combination of the covered function similarity and the basicblock trace distance. For each newly generated seed during mutation, after capturing its execution trace, the fuzzer will calculate the covered function similarity and the basicblock trace distance based on the utilities (§3.3.1). For each input execution trace, its basicblock trace distance is calculated as the accumulated basicblock level distances divided by the total number of executed basicblocks; and its covered function similarity is calculated based on the intersection of covered functions and the target function trace closure, as well as the function level distance.

After the energy is determined, the fuzzer adaptively allocates mutation budgets on two categories of mutations according to mutators’ granularities on the seed (§3.4.5). Afterwards, the fuzzer evaluates the newly generated seeds to prioritize those that have more energy or that have reached the target functions (§3.4.6).

3.4 Methodology

This section elaborates the key components in Figure 3.3 featuring the four properties.

3.4.1 Graph Construction

To calculate the accurate distance from a seed to the target locations, we first build up the CG and CFG, then combine them to construct the final inter-procedural CFG. Note that CG is used to compute the function level distance in §3.4.2 and §3.4.3, CFG together with CG (i.e., inter-procedural CFG) is used to compute the basicblock distance in §3.4.3.

To identify the indirect call in call graph, we propose to apply the inclusion-based pointer analysis [57] against the function pointers of the whole program. The core idea of this algorithm is to translate the input program with statements of the form $p := q$ to constraints of the form “$q$’s points-to set is a subset of $p$’s points-to set”. Essentially, the propagation of the points-to set is applied with four rules namely address-of, copy,
assign, dereference. This analysis is context-insensitive and flow-insensitive, meaning that it ignores both the calling context of the analyzed functions and the statement ordering inside functions, and eventually only computes a single points-to solution that holds for all the program points. Usually, a fixed point of the points-to sets will be reached at the end of the analysis. Among these, points-to sets of the function pointers inside the whole program are calculated, resulting in a relatively precise call graph including all the possible direct and indirect calls. The complexity of this pointer analysis is $\Theta(n^3)$.

The reason that we do not apply context-sensitive or flow-sensitive analyses lies in the fact that they are computationally costly and not scalable to large projects. Despite that, our call graph is still much more precise than the one generated by LLVM’s builtin APIs, which does not contain any explicit nodes that represent indirect calls.

The control flow graph of each function is generated based on LLVM’s IR. The inter-procedure flow graph is constructed by collecting the call sites in all the CFGs and the CG of the whole program. By applying these static analyses, we achieve P2.

### 3.4.2 Adjacent Function Distance Augmentation

To achieve P1, we propose to implement a lightweight static analysis that considers the patterns of the (immediate) call relation based on the generated call graph. As discussed in P2, under different context, the distances from the calling function to the immediately called function may not be exactly the same. Given functions $f_a$, $f_b$, $f_c$, there may exist several different call patterns in the call graph. For example, in Figure 3.4a and Figure 3.4b, there are calls $f_a \rightarrow f_b$ and $f_a \rightarrow f_c$ in both cases. However, in Figure 3.4a $f_a$ is bound to call $f_b$ (since $f_b$ appears in both if and else branches in $f_a$), but not necessary to call $f_c$; in Figure 3.4b, both $f_b$ and $f_c$ are not necessary to be called by $f_a$.

From a probability perspective, we would think that in both cases the distance from $f_a$ to $f_b$ should be smaller than the distance from $f_a$ to $f_c$, and the distance from $f_a$ to $f_b$ in Figure 3.4a should be smaller than that in Figure 3.4b.

Therefore, we propose two metrics to augment the distance that is defined by immediate calling relation between caller and callee.
1 void fa(int i) { 1 void fa(int i) {
2 if (i > 0) { 2 if (i > 0) {
3 fb(i); 3 fb(i);
4 } else { 4 } else {
5 fb(i * 2); 5 fb(i * 2);
6 fc(); 6 fc();
7 } 7 }
8 }

(a) (b)

**Figure 3.4:** An example that illustrates different call patterns.

(1) Call site occurrences \(C_N(f_1, f_2)\) of a certain callee \(f_2\) for a given caller \(f_1\). More occurrences of callee could incur more chance that callee will be dynamically executed with more different (actual) parameters, and in return the distance between the caller to the callee will be smaller. We apply a factor

\[
\Phi(f_1, f_2) = \frac{\phi C_N(f_1, f_2) + 1}{\phi C_N(f_1, f_2)}
\]

to denote this effect, where \(\phi\) is a constant value.

(2) The number of basicblocks \(C_B(f_1, f_2)\) in the caller that contains at least one call site of the callee. The rationale is that, with more branches that have a call site, more different execution traces will include the callee. The factor function

\[
\Psi(f_1, f_2) = \frac{\psi C_B(f_1, f_2) + 1}{\psi C_B(f_1, f_2)}
\]
denotes this effect, and \(\psi\) is a constant value.

By default, we choose \(\phi = 2\) and \(\psi = 2\), to balance the effects of the considered two metrics. Note that both factor functions are monotone decreasing functions; also, \(\Phi(f_1, f_2)\) converges to 1 when \(C_N(f_1, f_2) \to \infty\) and \(\Psi(f_1, f_2)\) converges to 1 when \(C_B(f_1, f_2) \to 1\). Given a (direct or indirect) immediate function call pair \((f_1, f_2)\) where \(f_1\) is the caller and \(f_2\) is the callee, the original distance between \(f_1\) and \(f_2\) is 1. Now, with the two metrics mentioned above, we can define the augmented distance between the function pairs that holds an immediate call relation. The final adjustment factor will be a multiplication of \(\Phi\) and \(\Psi\), and the augmented adjacent-function distance is

\[
d'_f(f_1, f_2) = \Psi(f_1, f_2) \cdot \Phi(f_1, f_2)
\]

where \(d'_f(f_1, f_2)\) refers to the augmented direct function distance.

As an example, in Figure 3.4a, for \(fb\), \(C_N(f_a, fb) = 2\), \(C_B(f_a, fb) = 2\); and for \(fc\), \(C_N(f_a, fc) = 1\), \(C_B(f_a, fc) = 1\). Assume \(\phi = 2\) and \(\psi = 2\) and assume the original distance \(d_f(f_a, fb) = d_f(f_a, fc) = 1\), the augmented distances will be \(d'_f(f_a, fb) = \frac{3}{2} \cdot \frac{3}{2} = 2.25\), and \(d'_f(f_a, fc) = \frac{5}{4} \cdot \frac{5}{4} = 1.56\).
A special case not shown in the above examples is that some branches form cycles (i.e., loops). Indeed, these functions may be called multiple times at runtime. However, it is uncertain the sense that how many times they will be executed across different runs when fed with different seeds. Fortunately, actual execution on one call site of a callee inside one loop typically has similar effect — the loop explores the similar program states and benefits less in covering new paths. Hence, the function call inside the loop does not bring many execution trace diversities like the scenario where the same callee occurs in multiples branches with significantly different parameters. In the future, we plan to apply loop summarizations based on invariants [58–63] to specialize these cases.

The applied approach aims to make a trade-off between the efficiency and the utility of the static analysis. Therefore, we do not consider the solution space of any branch condition that may affect the runtime reachability in the CFG. For example, in Figure 3.4a, if we change the condition check $i > 0$ to be $i == 0$, the true branch will be executed only when the input value of $i$ is 0. It is tempting to assign a smaller distance to the code segments in the false branch. However, since the target program is usually nontrivial, it is impractical to statically formulate the exact constraint set of the preconditions before reaching function $f_a$ and predicate the branches’s actual execution probabilities. One common scenario is that the branch condition $i==0$ is used for checking the return status code of an external function call, at runtime it may actually execute the true branch more often than the false branch.

### 3.4.3 Directedness Utility Computation

In §3.4.2, the augmented function distance is calculated on two adjacent functions according to their call patterns. By assigning the adjacent-function distance as the weight of the edges in the call graph, we can calculate the function level distance for any two functions with the Dijkstra shortest path algorithm, beyond which we can further derive the basicblock level distance. Besides, we also compute the target function trace closure which will be used to calculate the covered function similarity in §3.4.4.

**Function Level Distance.** This distance is calculated according to CG. It tells the (average) distance from the current function to target functions. Given a function $n$, its
distance to the target function set \( T_f \) is defined as:

\[
d_f(n, T_f) = \begin{cases} 
\text{undefined.} & \text{if } R(n, T_f) = \emptyset \\
[\Sigma_{t_f \in R(n, T_f)} d_f(n, t_f)^{-1}]^{-1} & \text{otherwise}
\end{cases}
\]  
\tag{3.2}

where \( R(n, T_f) = \{ t_f \mid \text{reachable}(n, t_f) \} \), which is the set of target functions that can be statically reached from \( n \) in CG, and \( d_f(n, t_f) \) is the dijkstra shortest path based on augmented function distance from \( n \) to a given target function \( t_f \) in CG.

**Basic Block Level Distance.** Given a function \( n \) and two basicblocks \( m_1 \) and \( m_2 \) inside, the basicblock level distance \( d_{ob}(m_1, m_2) \) is defined as the minimal number of edges from \( m_1 \) to \( m_2 \) in the CFG \( G(n) \). The set of functions called inside basicblock \( m \) is denoted as \( C_f(m) \), then \( C_f^T(m) = \{ n \mid R(n, T_f) \neq \emptyset, n \in C_f(m) \} \), and \( Trans_b = \{ m \mid \exists G(n), m \in G(n), n \in F, C_f^T(m) \neq \emptyset \} \), where \( F \) is the set of all functions. Given a basicblock \( m \), its distance to the target basicblocks \( T_b \) are defined as:

\[
d_{ob}(m, T_b) = \begin{cases} 
0 & \text{if } m \in T_b \\
c \cdot \min_{n \in C_f^T(m)} (d_f(n, T_f)) & \text{if } m \in Trans_b \\
[\Sigma_{t \in Trans_b} (d_{ob}(m, t) + d_{ob}(t, T_f))^{-1}]^{-1} & \text{otherwise}
\end{cases}
\]  
\tag{3.3}

where \( c \) is a constant that magnifies function level distance.

Note that Equation 3.2 and 3.3, on their own, are the same as those in AFLGo [16]. However, \( d_f(n, t_f) \) for these equations in AFLGo is simply the Dijkstra shortest distance on a CG where the weight of edges (i.e., adjacent function distance) is 1.

**Target Function Trace Closure.** This utility, \( \xi_f(T_f) \), is calculated by collecting all the predecessors that can statically lead to the target functions \( T_f \), until the entry function \( main \) has been reached. We choose not to exclude those that are considered unreachable from entry function due to the limitations of static analysis. In the example in Figure 3.2, \( \xi_f(T_f) = \{ a, b, c, d, e, T \} \).

### 3.4.4 Power Scheduling

During fuzzing, we apply power scheduling on a selected seed based on two dynamically computed metrics: basicblock trace distance and target function trace similarity.
Basic Block Trace Distance. The distance between seed $s$ to the target basicblocks $T_b$ is defined as:

$$d_s(s, T_b) = \frac{\sum_{m \in \xi_b(s)} d_b(m, T_b)}{|\xi_b(s)|}$$  \hspace{1cm} (3.4)

where $\xi_b(s)$ is the execution trace of a seed $s$ and contains all the basicblocks that are executed. Hence, the basic idea of Equation 3.4 is that: for all the basicblocks in the execution trace of $s$, we calculate the average basicblock level distance to the target basicblocks $T_b$. Note that Equation 3.4 is also the same as the one in AFLGo [16].

It then applies a feature scaling normalization to get the final distance $\tilde{d}_s(s, T_b) = \frac{d_s(s, T_b) - \text{min}D}{\text{max}D - \text{min}D}$ where $\text{min}D$ (or $\text{max}D$) is the smallest (or largest) distances ever met.

Covered Function Similarity. This metric measures the similarity between a seed’s execution trace and the target execution trace at function level. We do not track basicblock level trace similarity since that would introduce considerable overheads. The similarity is calculated based on the intuition that seeds covering more functions in the expected traces have more chances to be mutated to reach the target locations. This similarity is calculated by tracking the seed’s covered function sets (denoted as $\xi_f(s)$) and comparing it with the target function trace closure $\xi_f(T_f)$. In the example in Figure 3.2, $\xi_f(\langle a, b, c, d, T, Z \rangle) = \{a, b, c, d\}$, $\xi_f(\langle a, e, T, Z \rangle) = \{a, e, T\}$ and $\xi_f(aefZ) = \{a, e\}$.

The covered function similarity is then determined by the following formula:

$$c_s(s, T_f) = \frac{\sum_{f \in \xi_f(s) \cap \xi_f(T_f)} d_f(f, T_f)^{-1}}{|\xi_f(s) \cup \xi_f(T_f)|}$$  \hspace{1cm} (3.5)

d$_f(f, T_f)$ is the function level distance calculated with Equation 3.2. Similar to $d_s$, a feature scaling normalization is also applied and the final similarity is denoted as $\tilde{c}_s$. Note that this similarity metric is uniquely proposed in our approach.

Scheduling. Scheduling deals with the problem how many mutation chances will be assigned to the given seed. The intuition is that if the trace that the current seed executes is “closer” to any of the expected traces that can reach the target location in the program, more mutations on that seed should be more beneficial for generating expected seeds. A scheduling purely based on trace distance may favor certain patterns of traces. For AFLGo, as mentioned in P2, the shorter paths will be assigned more energy, which may starve longer paths that are still reachable to the target locations. To mitigate this,
we propose the power function that considers both trace distance (based on basicblock level distance) and trace similarities (based on covered function similarity):

\[ p(s, T_b) = c_s(s, T_f) \cdot (1 - d_s(s, T_b)) \]  (3.6)

Obviously, the value of \( p(s, T_b) \) fits into \([0, 1]\) since both the multipliers are in \([0, 1]\).

Compared to AFLGo’s approach, which only considers basicblock trace distance \( d_s \) or \( \tilde{d}_s \), our power function balances the effect of shorter paths and the longer paths that can reach the target. Logically, there are some differences between \( c_s \) and \( d_s \):

(1) \( d_s \) considers both the effects of CG and the CFGs; \( c_s \) considers only the effects of CG. For \( d_s \), the major effect is still CG due to the magnification factor \( c \) used in Equation 3.2.

(2) \( d_s \) does not penalize traces that do not lead to the target locations, while \( c_s \) penalizes them via a union of \( \xi_f(s) \) (by tracking function level traces) and \( \xi_f(T_f) \).

(3) Given multiple traces that can lead to the target locations, \( d_s \) favors those that have shorter lengths, but \( c_s \) favors those with longer lengths of common functions in expected trace.

In this sense, \( p(s, T_b) \) strives a balance between shorter traces and longer traces that can reach the target locations with two heterogeneous metrics. Admittedly, there may still exist some bias. One of the scenarios is that the power function may assign more energy to a seed that covers many functions in the target function trace closure. For example, assume two traces that can reach the target function \( T \): \( \langle a, b, c, d, T, Z \rangle \) and \( \langle a, e, f, g, T, Z \rangle \); and the target function trace closure is \( \langle a, b, c, d, e, f, g, T \rangle \). The power function may assign much energy to a seed with trace \( \langle a, b, c, d, e, f, g, Z \rangle \) which does not reach the target function \( T \). This is not an issue in our opinion: since this seed has covered many “expected” functions, it has high chance to be “close” to the target; with proper mutations, it is likely to be flipped to mutants that can indeed touch the target.

In HAWKEYE, the power function determines the number of mutation chances to be applied on the current seed (i.e., energy); it is also used during the seed prioritization to determine whether the mutated seeds should be favored.
Algorithm 2: adaptiveMutate(): Adaptive Mutation

input: $s$, the seed to be fuzzed after power scheduling
output: $\mathcal{M}_s$, the map to store the new mutated seed, whose key is the seed and whole value is the energy of the seed

const. : $\gamma$, the constant ratio to do fine-grained mutation
const. : $\delta$, the constant ratio to be adjusted

1. $\mathcal{M}_s = \emptyset$;
2. $p \leftarrow s.getScore()$;
3. if $reachTarget(s) == false$ then
   4. $S' \leftarrow coarseMutate(s, p \times (1 - \gamma))$;
      for $s'$ in $S'$ do
         6. $\mathcal{M}_s \leftarrow \mathcal{M}_s \cup \{(s', s'.getScore())\}$
      7. $S'' \leftarrow fineMutate(s, p \times \gamma)$;
      for $s''$ in $S''$ do
         9. $\mathcal{M}_s \leftarrow \mathcal{M}_s \cup \{(s'', s''.getScore())\}$
4. else
   10. $S' \leftarrow coarseMutate(s, p \times (1 - \gamma - \delta))$;
      for $s'$ in $S'$ do
         12. $\mathcal{M}_s \leftarrow \mathcal{M}_s \cup \{(s', s'.getScore())\}$
      13. $S'' \leftarrow fineMutate(s, p \times (\gamma + \delta))$;
      for $s''$ in $S''$ do
         15. $\mathcal{M}_s \leftarrow \mathcal{M}_s \cup \{(s'', s''.getScore())\}$

3.4.5 Adaptive Mutation

In §3.4.4, for each seed, the output of power scheduling is the energy (a.k.a. the times of applied mutations), which will be the input of the step of our adaptive mutation. The problem is that, given the total energy available for a seed, we still need to assign the number of mutations for each type of mutators.

In general, two categories of mutators are used in GBFs. Some are coarse-grained in the sense that they change a bulk of bytes during the mutations. Others are fine-grained since they only involve a few byte-level modifications, insertions or deletions. For coarse-grained mutations, we consider them to be:

(1) **Mixed havoc.** It includes several chunk mutations, namely deleting a bulk of bytes, overwriting the given chunk with other bytes in the buffer, deleting a certain lines, duplicating certain lines multiple times, etc. The actual mutation involves their combinations.
Algorithm 3: coarseMutate(): Coarse-Grained Mutation

input : s, the seed to be fuzzed after power scheduling
input : i, the number of iterations to do mutation on the seed
output: S, the set to store the new mutated seed
const. : σ, the constant ratio to do semantic mutations
const. : ζ, the constant ratio to do mixed havoc mutations

1 S = ∅;
2 if needSemMutation(s) == true then
3     S ← S ∪ semMutate(s, i * σ);
4     S ← S ∪ coarseHavoc(s, i * (1 − σ) * ζ);
5     S ← S ∪ splice(s, i * (1 − σ) * (1 − ζ)) ;
6 else
7     S ← S ∪ coarseHavoc(s, i * ζ);
8     S ← S ∪ splice(s, i * (1 − ζ)) ;

(2) Semantic mutation. It is used when the target program is known to process semantic relevant input files such as javascript, xml, css, etc. In detail, this follows Skyfire [21], which includes three meta mutations, inserting another subtree into a random AST position, deleting a given AST, and replacing the given position with another AST.

(3) Splice. It includes a crossover between two seeds in the queue and subsequent mixed havocs.

Algorithm 2 shows the workflow of our adaptive mutation, given a seed s. The basic idea is to give less chance of coarse-grained mutations when the seed s can reach the target functions (at line 10 in Algorithm 2). Once the seed reaches the target locations, the times of doing fine-grained mutations increase from $p \times \gamma$ (line 7) to $p \times (\gamma + \delta)$ (line 14), but the times of doing coarse-grained mutation decrease from $p \times (1 - \gamma)$ (at line 4) to $p \times (1 - \gamma - \delta)$ (line 11). Here, s.getScore() at line 2 is to get the energy assigned to the seed according to the the power function value calculated in Equation 3.6.

fineMutate() in Algorithm 2 simply applies a random fine-grained mutation (e.g., bit/byte flippings, arithmetics on some bytes) for the seed. Algorithm 3 shows the details for coarse-grained mutation strategy coarseMutate(). Given a seed s and the iteration times of mutations i, the basic idea is to apply semantic mutations (line 2) only when it is necessary (line 3). The constraints needSemMutation(s) returns true if the following conditions are satisfied: 1) our fuzzer detects that the input file is a semantic-relevant
Algorithm 4: Seed Prioritization

\begin{algorithm}
\textbf{input :} \( s \), the seed to be processed
\textbf{output:} \( Q_1 \), the tier 1 queue to store the most important seeds
\textbf{output:} \( Q_2 \), the tier 2 queue to store the important seeds
\textbf{output:} \( Q_3 \), the tier 3 queue to store the least important seeds
\textbf{const. :} \( \mu \), the threshold of energy value for accepting important seeds

\begin{algorithmic}
\STATE \( Q_1 = Q_2 = Q_3 = \emptyset \);
\IF {\text{seedIsNew}(s) == true}
\IF {\text{seedWithNewEdge}(s) == true}
\STATE \( Q_1 \leftarrow Q_1 \cup \{s\} \);
\ELSIF {\text{s.powerEnergy()} > \mu}
\STATE \( Q_1 \leftarrow Q_1 \cup \{s\} \);
\ELSEIF {\text{reachTarget}(s) == true}
\STATE \( Q_1 \leftarrow Q_1 \cup \{s\} \);
\ELSE
\STATE \( Q_2 \leftarrow Q_2 \cup \{s\} \);
\ENDIF
\ELSE
\STATE \( Q_3 \leftarrow Q_3 \cup \{s\} \);
\ENDIF
\end{algorithmic}
\end{algorithm}

input file such as javascript, xml, css, etc; 2) The previous semantic mutations have not failed. Otherwise (line 6), mixed havoc mutations will get more times \((i \times \zeta)\), at line 7 than the necessary case \((i \times (1 - \sigma) \times \zeta)\), at line 4), meanwhile splice mutations will also get more times \((i \times (1 - \zeta)\) line 8) than necessary \((i \times (1 - \sigma) \times (1 - \zeta))\), at line 5). In practice, we assign empirical values to: \( \gamma = 0.1, \delta = 0.4, \sigma = 0.2, \zeta = 0.8 \). Note that all these new generated seeds in \( M_s \), together with the original seeds, will be put into the seed queue for future fuzzing. Actually, before fuzzing them, we will prioritize them to improve the efficiency of directed fuzzing (see §3.4.6).

3.4.6 Seed Prioritization

Not all the seeds have equal or similar priorities, ideally the queue that stores the seeds to be mutated should be a priority queue. However the scoring may be biased (due to the limitations of static analyses, etc.), and the insertion operations on priority queue take a complexity of \( \Theta(\log n) \), which is costly since the queue can be quite long and the insertion operation can be frequent. Therefore it is not beneficial in practice \footnote{In fact, the well-known AFL fuzzer only maintains a linked list with some probabilistic to skip seeds that do not cover new edges; the complexity of the insertion is \( \Theta(1) \).}. Instead,
we provide a three-tiered queue which appends newly generated seeds into different categories according to their scores. Seeds in the top-tiered queue (tier 1) will be picked firstly, then the second-tiered (tier 2), and finally the lower-tiered (tier 3). This imitates a simplified priority queue with constant time complexity.

Algorithm 4 shows the seed prioritization strategy for a new seed mutated from the previous step of adaptive mutation. The basic idea is: we should prioritize the newly generated seeds that 1) cover new traces 2) have bigger similarity values with the target seeds (i.e., power function values) 3) cover the target functions. We favor seeds that cover new traces since we still have to explore more execution paths that have the potential to lead to the target locations; this is necessary when the initial seeds are far from the target locations. The other two prioritization strategies, i.e., comparing similarity values and checking whether the target function have been reached, are specific to directed fuzzing. Note that although these two strategies are relevant, neither of them can be deduced from the other. For the other newly generated seeds, they are put in the second-tiered queue. On the other hand, seeds that have (just) been mutated are assigned with the least priority. In practice, HAWKEYE also applies AFL’s loop bucket approach (see [64]) to filter out a large number of “equivalent” seeds that bring no new coverage as to loop iterations. The prioritization strategies will be applied on the remaining seeds. Therefore, there will not be too many seeds filling up the top-tier queue.

By combining all the static and dynamic techniques mentioned above, for the CVE exampled in §3.2.1, HAWKEYE successfully reproduced the crash with a time budget of 24 hours in 3 out of the 10 runs we conducted when fed with the same initial seeds, which is a significantly improvement on both AFL and AFLGo for this case.

3.5 Evaluation

We implemented our instrumentation on top of FOT’s static instrumentation mode (c.f. §5) and the pointer analysis is based on the interprocedural static value-flow analysis tool called SVF [65]; this part takes about 2000 lines of C/C++ code based on the LLVM [33] infrastructure. For directed fuzzing purpose, we add another
### Table 3.1: Program statistics for our tested programs.

<table>
<thead>
<tr>
<th>Project</th>
<th>Program</th>
<th>Size</th>
<th>ics</th>
<th>cs</th>
<th>ics/cs</th>
<th># of $C_B \geq 1$</th>
<th># of $C_N \geq 1$</th>
<th>$t_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binutils</td>
<td>cxxfilt</td>
<td>2.8M</td>
<td>3232</td>
<td>12117</td>
<td>26.67%</td>
<td>8813</td>
<td>8879</td>
<td>735s</td>
</tr>
<tr>
<td>Oniguruma</td>
<td>testcu</td>
<td>1.3M</td>
<td>556</td>
<td>3277</td>
<td>3.97%</td>
<td>309</td>
<td>334</td>
<td>5s</td>
</tr>
<tr>
<td>mjs</td>
<td>mjs</td>
<td>277K</td>
<td>130</td>
<td>144</td>
<td>41.00%</td>
<td>152</td>
<td>2s</td>
<td></td>
</tr>
<tr>
<td>libjpeg</td>
<td>libjpeg</td>
<td>810K</td>
<td>749</td>
<td>1827</td>
<td>44.11%</td>
<td>61</td>
<td>61</td>
<td>2s</td>
</tr>
<tr>
<td>libpng</td>
<td>libpng</td>
<td>228K</td>
<td>449</td>
<td>1018</td>
<td>44.11%</td>
<td>61</td>
<td>61</td>
<td>2s</td>
</tr>
<tr>
<td>freetype2</td>
<td>freetype</td>
<td>1.6M</td>
<td>627</td>
<td>5681</td>
<td>11.30%</td>
<td>6784</td>
<td>7117</td>
<td>4s</td>
</tr>
</tbody>
</table>

4000 lines of code for tracing functions, calculating power function for seeds, distinguishing graininess of mutators, and so on. More details are available on [https://sites.google.com/view/ccs2018-fuzz](https://sites.google.com/view/ccs2018-fuzz).

For each program with the given target locations, the instrumentation of HAWKEYE consists of three parts: 1) basicblock IDs that track the execution traces 2) basicblock distance information that determines basicblock trace distance and 3) function IDs that track functions that have been covered.

### 3.5.1 Evaluation Setup

In the experiments, we aim to answer the following questions:

**RQ1** Is it worth applying static analysis?

**RQ2** What are HAWKEYE’s performance in reproducing crashes on target locations?

**RQ3** How effective are the dynamic strategies in HAWKEYE?

**RQ4** What are HAWKEYE’s performance in reaching target locations?

**Evaluation Dataset.** We evaluated HAWKEYE with diverse real-world programs:

1. **GNU Binutils** [66] is a set of binary analysis tools on Linux. This also serves a benchmark in other works such as [15, 16, 37].

2. **MJS** [45] is a JavaScript interpreter for embedded devices. It is used to compare HAWKEYE directly with AFLGo due to implementation limitations of the latter.
(3) **Oniguruma** [53] is a versatile regular expression library used by multiple world famous projects such as PHP [67].

(4) **Fuzzer Test Suite** [68] is a set of benchmarks for fuzzing engines. It contains several representative real-world projects.

**Evaluation Tools.** We compare the following three fuzzers:

(1) **AFL** is the current state-of-the-art GBF. It discards all the target information for the target program and only utilizes the “basicblock transition” instrumentation.

(2) **AFLGo** is the state-of-the-art DGF based on AFL. Compared to AFL, it also instruments basicblock distance information.

(3) **HEGo** is the fuzzer whose basicblock level distance is generated with our static analysis procedure (Figure 3.3), but the dynamic fuzzing is conducted by AFLGo.

Here we mainly follow AFLGo’s practice to only use AFL as the baseline for coverage oriented GBFs. Other techniques do not focus on directed fuzzing, and they are either orthogonal (e.g., CollAFL [18]) or may sometimes perform worse than AFL (e.g., AFLFast, as observed by [69]), or not easily comparable (e.g., libFuzzer [28]). The detailed reason is available at our website.

In the experiments, all AFL based fuzzers (AFL, AFLGo and HEGo) are run in their “fidgety” mode [70]. For both AFLGo and HEGo, “time-to-exploitation” is set to 45 minutes for the fuzzer. Except for the experiments against GNU Binutils (Table 3.2), where we follow exactly the setup in AFLGo [16], all the other experiments are repeated 8 times, with a time budget of 4 hours. We use “time-to-exposure” (TTE) to measure the length of the fuzzing campaign until the first seed is generated that triggers a given error (in §3.5.3) or reaches a target location (in §3.5.4). We use *hitting round* to measure the number of runs in which a fuzzer triggers the error or reaches the target. For all the experiments, if the fuzzer cannot find the target crash within the time budget in one run, TTE is set to the time budget value.
Our experiments are conducted on an Intel(R) Xeon(R) CPU E5-2697 v3 @ 2.60GHz with 28 cores, running a 64-bit Ubuntu 16.04 LTS system; during experiments, we use 24 cores and retain 4 cores for other processes.

### 3.5.2 Static Analysis Statistics

In Table 3.1, the first three columns denote the projects, programs and the sizes in their LLVM bitcode form. \( ics \) denotes the number of indirect call sites in the binary, which is calculated by counting those call sites without explicitly known callees; \( cs \) is the number of call sites; \( ics/cs \) denotes the percentage of indirect calls among all call sites. The next two columns denote the number where \( C_N(f_1, f_2) > 1 \) and \( C_B(f_1, f_2) > 1 \) between two adjacent functions \( f_1 \) and \( f_2 \), respectively. The last column denotes the time cost of call graph generation, which takes the majority of the time among all the directedness utility computation.

We can see from the table that the chosen benchmarks have fair diversities in terms of different metrics. It is also noticeable that the number of indirect function calls may contribute a large portion to the total number of function calls. Specifically, in libpng, 44.11% function calls are indirect function calls. This clearly shows the importance of building precise call graphs. Furthermore, the number of occurrences of \( C_N(f_1, f_2) > 1 \) and the number of occurrences of \( C_B(f_1, f_2) > 1 \) are also large, which shows the importance of taking into consideration the different patterns of call relations.

As to the overhead of the static directedness utility computation, except for \( cxxfilt \), which requires approximately 12.5 minutes to generates the call graph, call graphs of most other projects can be generated in seconds. For \( cxxfilt \), the performance degradation lies in the inherent complexity of the project itself. From the program statistics in Table 3.1, it is obvious that the code base is bigger and the program structures are more complicated than the others. In fact, the bottleneck of the analysis is inside the pointer analysis implemented in SVF tool. We believe that it is worth the effort due to the fact that this procedure is done purely statically. And as long as the source code does not change, the call graph can be reused.
3.5.3 Crash Exposure Capability

The most common application of directed fuzzing is to try to expose the crash with some given suspicious locations that are supposed to be vulnerable, where the suspicious locations can be detected with the help of other static or dynamic vulnerability detection tools. In this experiment, we directly compare HAWKEYE with other fuzzers on some known crashes to evaluate its crash exposure capability.

3.5.3.1 Crash Reproduction against Binutils

In the beginning, we intended to compare GNU Binutils directly with AFLGo in our experiments since it is an important benchmark in [16] to demonstrate AFLGo’s directedness. However, we found that the actual implementation of AFLGo has a few issues [71] in generating static distances. Most importantly, it takes too long to calculate the distances. As a result, when we tried AFLGo’s static analysis on GNU Binutils 2.26, it failed to generate “distance.cfg.txt” which contains the distance information for instrumentation within 12 hours\(^1\). Although AFLGo can still perform fuzzing without distance information instrumentation, the fuzzing process is no longer directed without any distance input. Therefore, we reclaimed the results in [16] to compare with ours for the GNU Binutils benchmark\(^2\). We follow exactly the evaluation setup in [16] where each experiment is conducted for 20 times, with the time budget set as 8 hours; the initial input seed file only contains a line break (generated by `echo "\n" > in/file`). The target locations we specified are based on their CVE descriptions and the backtraces of the crashes. We compare HAWKEYE with AFLGo and AFL; the results are shown in Table 3.2. In AFLGo’s paper, the \(A_{12}\) metric [72] is used to show the possibility that one fuzzer is better than the other according to all the runs. It is ignored in Table 3.2 since we cannot get the result of each run in their experiments.

\(^1\)Besides the performance issue of AFLGo, another reason to reclaim AFLGo’s results in Table 3.2 is that the hardware environments are similar. The reason is supported by the similar results produced by AFL in [16] and our experiments.

\(^2\)Since CVE-2016-4487/CVE-2016-4488 and CVE-2016-4492/CVE-2016-4493 share the same target locations, we treat them as the same; the reclaimed value for CVE-2016-4487/CVE-2016-4488 are also average values.
Table 3.2: Crash reproduction in HAWKEYE, AFLGo and AFL against Binutils.

<table>
<thead>
<tr>
<th>CVE-ID</th>
<th>Tool</th>
<th>Runs</th>
<th>$\mu_{TTE}$ (s)</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016-4487</td>
<td>Hawkeye</td>
<td>20</td>
<td>177</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>20</td>
<td>390</td>
<td>2.20</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>20</td>
<td>630</td>
<td>3.56</td>
</tr>
<tr>
<td>2016-4489</td>
<td>Hawkeye</td>
<td>20</td>
<td>206</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>20</td>
<td>180</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>20</td>
<td>420</td>
<td>2.04</td>
</tr>
<tr>
<td>2016-4490</td>
<td>Hawkeye</td>
<td>20</td>
<td>103</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>20</td>
<td>93</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>20</td>
<td>59</td>
<td>0.57</td>
</tr>
<tr>
<td>2016-4491</td>
<td>Hawkeye</td>
<td>9</td>
<td>18733</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>5</td>
<td>23880</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>7</td>
<td>20760</td>
<td>1.11</td>
</tr>
<tr>
<td>2016-4492</td>
<td>Hawkeye</td>
<td>20</td>
<td>477</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>20</td>
<td>540</td>
<td>1.21</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>20</td>
<td>960</td>
<td>2.01</td>
</tr>
<tr>
<td>2016-6131</td>
<td>Hawkeye</td>
<td>9</td>
<td>17314</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>AFLGo</td>
<td>6</td>
<td>21180</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>2</td>
<td>26340</td>
<td>1.52</td>
</tr>
</tbody>
</table>

We can observe the following facts: 1) For CVE-2016-4491 and CVE-2016-6131, HAWKEYE achieves the best results, with the most hitting rounds (both are 9 rounds) and the shortest $\mu_{TTE}$ (18733s and 17314s). Compared with other tools, on average for both cases, HAWKEYE’s improvements are significant in term of hitting rounds (> 20%) and $\mu_{TTE}$ (> 20%). 2) For CVE-2016-4487/4488 and CVE-2016-4492/4493, all tools reproduce the crashes in 20 runs, and HAWKEYE achieves the best $\mu_{TTE}$. Specifically, on these two cases, HAWKEYE’s improvement in terms of $\mu_{TTE}$ is significant — reducing at least 20% than other tools. 3) For CVE-2016-4489 and CVE-2016-4490, all tools reproduce the crashes in all runs within 7 minutes since these bugs are relatively easy to find. Apparently, in such cases, directed fuzzers have no significant advantage — in other words, when the crashes are shallow or easy to trigger, HAWKEYE’s merits cannot show and fuzzing randomness matters for $\mu_{TTE}$.

To summarize, HAWKEYE has the real potential to fulfill directed fuzzing tasks where the target crashes are not easy to be detected.
3.5.3.2 Crash Reproduction against MJS

In order to directly compare the performance between HAWKEYE and AFLGo, we chose a project called MJS, which contains a single source file and the results are in Table 3.3. We used this project for direct comparison with AFLGo since AFLGo took too much time or failed to generate the distance information for other projects such as Oniguruma, libpng, etc. On MJS, AFLGo took an average of 13 minutes to generate the basic block distance for different target locations. During experiments, the initial input seed files are all from the project’s tests directory. The target locations are selected from the crashes reported in the project’s GitHub pages, which correspond to four categories of vulnerabilities, namely integer-overflow (#1, https://github.com/cesanta/mjs/issues/57), invalid-write (#2, https://github.com/cesanta/mjs/issues/69), heap-buffer-overflow (#3, https://github.com/cesanta/mjs/issues/77), and use-after-free (#4, https://github.com/cesanta/mjs/issues/78). We can observe the following facts: 1) On #1 and #2, HAWKEYE achieves the best results, with the most hitting rounds and the shortest $\mu TTE$ for both cases. In terms of hitting rounds, HAWKEYE found #1’s bug in 5 runs and #2’s bug in 7 runs, while for the other two tools they only detected both crashes in 2 runs. Notably, this case is nontrivial and HAWKEYE reduces the $\mu TTE$ from about 3.5 hours to 0.5 hours. 2) On #3, for which all the tools reproduce the crash in 8 rounds. Still, HAWKEYE has the highly significant improvement on $\mu TTE$, using less than one fourth $\mu TTE$ of other tools. 3) On #4, all the tools reproduce the crash in all rounds, and the $\mu TTE$ differences among them are not significant. As to $A_{12}$, we can see that HAWKEYE exhibits really good results, for example, the values in #2 are both 0.95, which means HAWKEYE has 95% confidence to perform better than both other tools.

3.5.3.3 Crash Reproduction against Oniguruma

Here we compare HAWKEYE with HEGo on Oniguruma to show the advantage of dynamic analysis strategies in HAWKEYE. Therefore, the major differences between HAWKEYE and HEGo is the dynamic part. Due to the aforementioned performance
issues of AFLGo in static analysis on Oniguruma and other big projects, hereinafter, we use HEGo as an alternative to AFLGo in the subsequent experiments. We therefore compare HAWKEYE with HEGo to show the effectiveness of our dynamic strategies.

In Table 3.4, we compare HAWKEYE with HEGo and AFL against the Oniguruma regex library. The first three bugs come from the reported CVEs which occur on version 6.2.0, and Bug #4 is a newly fixed vulnerability issue on its GitHub pages. Some observations are: 1) For #3 and #4, HAWKEYE achieves the best results among the three tools. Especially, for #4, the improvements in both hitting rounds and $\mu$TTE are highly significant. For #3, HAWKEYE can find the bug in one more round, but the $\mu$TTE is similar for the three tools. 2) For #1 and #2, all the tools reproduce the crash in 8 rounds. On the other hand, HAWKEYE and HEGo have no significant differences in $\mu$TTE. From the results, we can conclude that the dynamic analysis strategies used in HAWKEYE are effective.

### 3.5.4 Target Location Covering

Certain locations in the target programs are hard to reach, though they may not trigger crashes. In practice, the generated seeds that can cover the such locations can also be used as initial seeds for GBFs to boost their coverage. Therefore, this criterion is an important factor for measuring DGFs’ capabilities.
Table 3.4: Crash reproduction in HAWKEYE, HEGo and AFL against Oniguruma.

<table>
<thead>
<tr>
<th>Bug ID</th>
<th>Tool</th>
<th>Runs</th>
<th>$\mu$TTE(s)</th>
<th>Factor</th>
<th>$A_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>Hawkeye</td>
<td>8</td>
<td>139</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>HEGo</td>
<td>8</td>
<td>149</td>
<td>1.07</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>8</td>
<td>135</td>
<td>0.97</td>
<td>0.54</td>
</tr>
<tr>
<td>#2</td>
<td>Hawkeye</td>
<td>8</td>
<td>186</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>HEGo</td>
<td>8</td>
<td>228</td>
<td>1.23</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>8</td>
<td>372</td>
<td>2.00</td>
<td>1.0</td>
</tr>
<tr>
<td>#3</td>
<td>Hawkeye</td>
<td>2</td>
<td>13768</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>HEGo</td>
<td>1</td>
<td>14163</td>
<td>1.03</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>1</td>
<td>14341</td>
<td>1.04</td>
<td>0.57</td>
</tr>
<tr>
<td>#4</td>
<td>Hawkeye</td>
<td>7</td>
<td>6969</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>HEGo</td>
<td>3</td>
<td>12547</td>
<td>1.80</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>AFL</td>
<td>1</td>
<td>14375</td>
<td>2.06</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Google’s fuzzing test suite contains three projects that specially focus on testing fuzzers’ abilities of discovering hard to reach locations, namely *libjpeg-turbo-07-2017* (#1), *libpng 1.2.56* (#2, #3) and *freetype2-2017* (#4). In these benchmarks, the target locations are specified by file names with line numbers in the source files. We manually added additional “sentinel” code in the target locations ("exit(n)", where the values of “n” distinguish these locations) to indicate that the specified locations are reached.

Table 3.5 shows the results on these benchmarks. Case #1 and #4 show that HAWKEYE exhibits good capability in terms of rapidly covering the target locations, according to $\mu$TTE and the factor columns; considering $A_{12}$, the behaviors are also steady. In case #2 and #3, it takes little time to reach these target locations for all the fuzzers. While on the relevant project page [73], it is mentioned clearly that they “currently require too much time to find”. We actually tried this benchmark on libFuzzer with the default scripts in 2 machines, indeed it failed to reach the target locations. This root cause of the inconsistency may lie in the fact that the inner mechanisms may affect the actual fuzzing effectiveness (In fact, libFuzzer is known to be quite different from AFL and its derivations). The other observation is that HEGo has a rather big value in terms of $\mu$TTE compared to other tools. It turns out that in one of the runs, the TTE is 524s, much larger than all the other runs.

It is worth noting that the $\mu$TTE to cover the target locations (Table 3.5) is quite different from the $\mu$TTE to trigger real-world crashes (Table 3.4): the TTEs of the former are calculated based on the duration to cover the specific line at the first time; while the
### Table 3.5: Target location covering results in HAWKEYE, HEGo and AFL against libjpeg-turbo, libpng, freetype2 (Fuzzer Test Suite).

<table>
<thead>
<tr>
<th>ID</th>
<th>Project</th>
<th>Tool</th>
<th>Runs</th>
<th>$\mu\text{TTE(s)}$</th>
<th>Factor</th>
<th>$A_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>jdmarker.c:659</td>
<td>HAWKEYE</td>
<td>8</td>
<td>1955</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HEGo</td>
<td>8</td>
<td>2012</td>
<td>1.03</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>8</td>
<td>4839</td>
<td>2.48</td>
<td>0.95</td>
</tr>
<tr>
<td>#2</td>
<td>pngread.c:738</td>
<td>HAWKEYE</td>
<td>8</td>
<td>23</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HEGo</td>
<td>8</td>
<td>16</td>
<td>0.70</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>8</td>
<td>130</td>
<td>5.65</td>
<td>1.00</td>
</tr>
<tr>
<td>#3</td>
<td>pngrutil.c:3182</td>
<td>HAWKEYE</td>
<td>8</td>
<td>1</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HEGo</td>
<td>8</td>
<td>66</td>
<td>66.00</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>8</td>
<td>3</td>
<td>3.00</td>
<td>0.51</td>
</tr>
<tr>
<td>#4</td>
<td>ttgload.c:1710</td>
<td>HAWKEYE</td>
<td>7</td>
<td>4283</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HEGo</td>
<td>7</td>
<td>4443</td>
<td>1.04</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AFL</td>
<td>6</td>
<td>5980</td>
<td>1.40</td>
<td>0.60</td>
</tr>
</tbody>
</table>

TTEs of the latter are tightly relevant to branch coverage or even path coverage since typically bugs in widely used software can only be triggered with special path conditions and it requires covering a few execution traces. Although Table 3.5 shows that HAWKEYE’s improvements against HEGo in covering target locations are not obvious (and for a few cases, it performs worse), we can observe in Table 3.4 the acceleration on crash reproduction is significant specially for #4 (1.80x, nearly 2 hours off) and #2 (1.23x). This indicates that dynamic strategies are quite effective in detecting crashes.

### 3.5.5 Answers to Research Questions

With the experiments conducted in Tables 3.2, 3.3, 3.4 and 3.5, we are able to answer the research questions.

**RQ1** We consider it is worth to apply static analysis. As shown in Table 3.1, the time cost of our static analysis is generally acceptable compared to the runtime cost during fuzzing. Even for the cxxfilt cases in Table 3.2, which takes on average 735 seconds, HAWKEYE outperforms the vanilla AFL in most of the cases. Two notable results are CVE-2016-4491 and CVE-2016-6131, it saves roughly 2000s and 9000s to detect the crash; as shown from the $A_{12}$ metric, the results are also consistent in all the 20 runs. On the other hand, HAWKEYE also demonstrates some boosts for fuzzing.
RQ2 HAWKEYE performs quite well in detecting crashes. From the results in Tables 3.2, 3.3 and 3.4, we can clearly see that HAWKEYE can detect the crashes more quickly than all the other tools; the results are even steady among different runs as shown by different $A_{12}$ results.

RQ3 The dynamic strategies used in HAWKEYE are quite effective. It is obvious that in all the experiments we conducted, HAWKEYE outperforms the others. In particular, the experiments in comparison with HEGo (Table 3.4 and 3.5) show that our combination of power scheduling, adaptive mutation strategies, and seed prioritization make HAWKEYE converge faster than AFLGo’s simulated annealing based scheduling.

RQ4 From the results in Table 3.5, we are confident that HAWKEYE has the capability to reach the target locations rapidly.

In practice, HAWKEYE also demonstrates its power in exposing crashes with the help of other vulnerability detection tools. For example, for Oniguruma and MJS projects, with the Clang Static Analyzer [74] (the builtin and our customized checkers) reporting suspicious vulnerability locations (i.e., target locations) in the programs, HAWKEYE successfully detected the crashes by directing the fuzzing to those locations. Interestingly, for MJS, we marked several of the authors’ newly patched program locations, and detected a few other crashes even further. As a result, HAWKEYE has reported more than 28 crashes in projects Oniguruma and MJS. We have also found multiple vulnerabilities in other projects such as Intel XED x86 encoder decoder (4 crashes), Espruino JavaScript interpreter (9 crashes). All these crashes have been confirmed and fixed, and 15 of them have been assigned with CVE IDs.

3.5.6 Threats to Validity

The internal threats of validity are twofold: 1). Several components of HAWKEYE (e.g., Algorithm 2 and 3) utilize the predefined thresholds to make decisions. Currently, these thresholds (e.g., $\gamma = 0.1$, $\delta = 0.4$, $\sigma = 0.2$, $\zeta = 0.8$) are configured according to our preliminary experiments and previous experience in fuzzing. Systematic research
will be planned to investigate the impact of these thresholds and figure out the best configurations. 2). As we rely on the lightweight program analysis tools like LLVM and SVF [65] to calculate the distance, issues of these tools may affect the final results. To overcome this, enhancing HAWKEYE with other tools will be an alternative solution.

The external threats rise from the choice of evaluation dataset and the CVEs for crash reproduction. Despite we adopt the program Binutils that is used in AFLGo [16], the evaluation results still need to be generalized with an empirical study on more projects in future. Besides, the tested CVEs in MJS and Oniguruma are not selectively chosen for the purpose to show the advance of HAWKEYE— we pick them since they are reported within a recent period.

3.6 Related Work

The work in this chapter is related to the following lines of research:

3.6.1 Directed Greybox Fuzzing

Some other DGF techniques have been proposed besides HAWKEYE. AFLGo [16] is the state-of-the-art directed greybox fuzzer which utilizes a simulated annealing-based power schedule that gradually assigns more energy to seeds that hold the trace closer to the target locations. In AFLGo, the authors proposed a novel idea of calculating the distance between the input traces and the target locations. This is a good starting point by combining such target distance calculation with greybox fuzzer. HAWKEYE is inspired from AFLGo however provides significant improvements on both the static analysis and dynamic fuzzing. As shown in §3.5, HAWKEYE generally outperforms AFLGo in terms of reaching the target locations and reproducing crashes, thanks to embedding in-depth consideration about the four desired properties into the design. SeededFuzz [75] uses various program analysis techniques to facilitate the generation and selection of initial seeds which helps to achieve the goal of directed fuzzing. Equipped with the improved seed selection and generation techniques, SeededFuzz can reach more critical
locations and find more vulnerabilities. The core techniques of SeededFuzz are orthogonal to HAWKEYE because SeededFuzz focuses on the quality of initial seed inputs while HAWKEYE focuses on the four desirable properties regardless of initial seeds.

Note that our proposed four properties can also be applied for DGF on programs where the source code is unavailable. In fact, we are extending HAWKEYE to be able to work on the binary-only fuzzing scenarios. Technically, the target locations can be determined by binary-code matching techniques on attack surface identification [76, 77]; the static analysis can be achieved with binary analysis tools such as IDA [78]; and the instrumentation can be done by dynamic binary instrumentors such as Intel Pin [36]. We envision the extended HAWKEYE can piggyback on these techniques and demonstrate its effectiveness even further.

### 3.6.2 Directed Symbolic Execution

Directed Symbolic Execution (DSE) is one of the most related techniques to DGF as it also aims to execute target locations of the target program. Several works have been proposed for DSE [31, 79–82]. These DSE techniques rely on heavyweight program analysis and constraint-solving to reach the target locations systematically. A typical example of DSE is Katch [82], which relies on symbolic execution, augmented by several synergistic heuristics based on static and dynamic program analysis. Katch can effectively find bugs in incomplete patches and increase the patch coverage comparing to manual test suite. However, as discussed in [16], DGF is generally more effective on real-world programs as DSE techniques suffer from the infamous path-explosion problem [83]. In contrast to DSE, HAWKEYE relies on lightweight program analysis, which ensures its scalability and execution efficiency.

**Taint Analysis Aided Fuzzing.** Taint analysis is also widely used to facilitate directed white-box testing [19, 37, 84–86]. The key intuition of using taint analysis in fuzzing is to identify certain parts of the input which should be mutated with priority. In such a way, the fuzzer can drastically reduce the search space for reaching certain desired locations. Taint based approaches are more scalable than the DSE techniques and can help the fuzzer to reach certain preferable locations such as rare branches in Fairfuzz [37] or
checksum related code in TaintScope [86]. Different from HAWKEYE, these techniques are not fed with *given target locations* (e.g., file name and line numbers) but based on source-sink pairs. Thus, such techniques do not have advantages in scenarios where the target locations are absolutely clear, such as patch testing and crash reproduction.

### 3.6.3 Coverage-based Greybox Fuzzing

The purposes of coverage-based greybox fuzzing (CGBF) and DGF are different. However, some techniques proposed to boost the performance of CGBF could also be adopted by HAWKEYE. For example, CollAFL [18] utilizes a novel hash algorithm to solve AFL’s instrumentation collision problem. Skyfire [21] learns a probabilistic context sensitive grammar (PGSG) to specify both syntax features and semantic rules, and then the second step leverages the learned PCSG to generate new seeds. Xu *et al.* [87] proposed a set of new operating primitives to improve the performance of greybox fuzzers. Another important topic in CGBF is about guiding the fuzzer through path constraints. [19,22,83,85,88] aim to help the CGBFs to break through path constraints. Moreover, Orthrus [69] applies static analysis on AST, CFG, and CG to extract complicated tokens via customizable queries. HAWKEYE can benefit through combining with the aforementioned techniques.

### 3.7 Conclusion

We propose a novel directed greybox fuzzer, HAWKEYE. The design of HAWKEYE embeds four desired properties for directed fuzzing by combining static analysis and dynamic fuzzing in an effective way. Equipped with a better evaluation of the distance between input execution traces and the user specified target locations, HAWKEYE can precisely and adaptively adjust its seed prioritization, power scheduling as well as mutation strategies to reach the target locations rapidly. A thorough evaluation showed that HAWKEYE can reach the target locations and reproduce the crashes much faster than existing state-of-the-art greybox fuzzers. The promising results indicate that HAWKEYE can be effective in patch testing, crash exposure and other scenarios.
Chapter 4

DOUBLADE: Thread-aware Greybox Fuzzing

4.1 Introduction and Motivation

Multithreading as a popular programming paradigm is an effective way of utilizing multi-core computation resources in modern processors. Meanwhile, the non-deterministic behaviors caused by thread-interleavings also pose substantial challenges to bug detection in multithreaded programs [89]. On one hand, the interleavings across threads inherently introduce multiple subtle concurrency bugs, e.g., data races, atomic violations, and deadlocks. These bugs can cause undefined program behaviors and sometimes can induce vulnerabilities such as use-after-free (CVE-2016-1972, CVE-2018-5873) and heap-buffer-overflow (CVE-2017-8244), denial-of-service (CVE-2018-0381). On the other hand, as multithreaded programs may accept some inputs, some bugs or vulnerabilities may be difficult or impossible to be triggered with limited initial seed inputs, regardless of whether such bugs are caused by concurrency bugs. Compared to the lower level vulnerabilities that root from buffer-overflow, invalid-memory-read, etc, multithreading-relevant bugs can result from logic errors that may or may not cause crashes.

Categories of Multithreading-relevant Vulnerabilities and Bugs  Figure 4.1 depicts the multithreading relevant vulnerabilities and bugs. The rectangle denotes all
categories of bugs. The left big circle denotes all categories of vulnerabilities \( (Vul) \); the right circle denotes concurrency-bugs \( (C_{bug}) \); the intersection of \( Vul \) and \( C_{bug} \) is termed as concurrency-bug induced vulnerabilities under the notation \( V_{cb} \). \( V_m \) denotes multithreading-relevant vulnerabilities that may occur in executing multithreading code segments of the program; it is the union of \( V_{cb} \) and the smaller circle inside \( Vul \). Consequently, \( V_s=Vul-V_m \) denotes the vulnerabilities that do not occur in multithreading executions. It is worth noting not all \( V_m \) vulnerabilities are concurrency-bug induced vulnerabilities \( (V_{cb}) \). We group vulnerabilities like CVE-2015-6761 and CVE-2016-8438 into \( V_m \) but not into \( V_{cb} \) since their root causes are not from thread-interleavings. \( V_m \) also contains vulnerabilities that occur in multithreading execution but actually because of faults, e.g., out-of-bound-read and integer-overflow, in the individual thread. Since the root causes of real-world multithreading vulnerabilities are notoriously complicated [89], we do not differentiate whether they belong to \( V_{cb} \) or \( V_m-V_{cb} \), but generalize them with \( V_m \) based on their occurrences. We will show later this treatment is more natural for fuzzing purpose.

In Listing 4.1, in the multithreading execution environment, if the condition \( \text{ satisfy}(s_{var}) \) returns true, it executes \( func_1 \); otherwise \( func_2 \). Let us suppose that there is a vulnerability inside \( func_2 \) that is not introduced by concurrency bugs. Note that this branching results may rely on the number of threads, the input content themselves.
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Listing 4.1: An Example illustrating the vulnerability lies in $V_m$ but not $V_{cb}$.

For example, if in single-threaded mode, $\text{satisfy}(s_{\text{var}})$ always returns true, the vulnerability will never be triggered; this vulnerability can only be revealed with more than one thread. Under other circumstances, suppose for the input content, $\text{func}_2$ will not be executed except for some very specific conditions (e.g., error handling), the vulnerabilities can only be revealed with certain content. Therefore, it may not be enough to only consider the C-Bug induced vulnerabilities $V_{cb}$.

As mentioned in §2.1, a conventional GBF usually has no awareness of multithreading. In fact, the only symptom it observes is that a seed has non-deterministic behaviors in the sense that the same seed exercises different traces during calibration execution. However, since there are multiple reasons that can cause non-deterministic behaviors, a GBF typically does not have any countermeasures: all it can do is to increase the calibration value $N_c$ (see Algo. 1) to execute the seeds more times to get more stable running statistics.

When fuzzing a multithreaded program, as long as the seeds can execute the multithreading segments, it always exhibits certain non-deterministic behaviors due to the interleavings across different threads. Compared with the seeds that cannot even entering the multithreading segments, we would prioritize these seeds that have thread-interleavings since it is these seeds that 1) may themselves introduce vulnerabilities with different interleavings 2) are more likely to be mutated to seeds that can exercise similar
paths [20]. On the other hand, preserving more multithreading relevant seeds will be more helpful for concurrency bug detectors to detect concurrency violations. Therefore, to enhance the effectiveness of greybox fuzzing on multi-threading programs, we should provide *thread-aware* analyses to help exercise more thread-interleaving paths and generating more multithreading relevant seeds.

We hereby present **DOUBLADE**, a new greybox fuzzing technique for multithreaded programs. The core of **DOUBLADE** is a novel thread-aware seed generation technique which effectively produces valuable seeds to test the multithreading context. **DOUBLADE** relies on a set of thread-aware instrumentation methods consisting of a stratified exploration-oriented instrumentation and two complementary instrumentation. The dynamic strategies are hereby optimized for the feedback provided by these instrumentation to improve the effectiveness of fuzzing.

The experimental results demonstrate **DOUBLADE** significantly outperforms the state-of-the-art greybox fuzzer AFL [27] in generating multithreading relevant seeds, detecting multithreading relevant vulnerabilities, and exposing concurrency bugs via generated seeds. In particular, **DOUBLADE** detected 9 multithreading relevant vulnerabilities and 2 of them have been assigned CVE IDs. Additionally, **DOUBLADE** helped to expose 19 new concurrency previously bugs with the generated seeds.

The contributions of this chapter are as follows:

1) We designed a novel stratified selective instrumentation strategy specifically designed for exploring thread-interleaving induced paths. This instrumentation significantly increases both the total number of multithreading relevant seeds and its percentage among all generated seeds.

2) We introduced two other thread-aware instrumentations to exhibit more thread-interleavings as well as distinguish overall threading context. This helps increase the thread-interleaving induced coverage during calibration execution, as well as diversify the generated seeds.
3) We integrated the dynamic fuzzing strategies with these thread-aware instrumentations and implemented our enhanced GBF, DOUBLADE, for fuzzing multithreaded programs. To the best of our knowledge, this is the first greybox fuzzer that is optimized for detecting vulnerabilities and concurrency bugs in multithreaded programs.

### 4.2 Issues in Fuzzing Multithreaded Programs

#### 4.2.1 A Running Example

Listing 4.2 is a program abstracted from real-world multithreaded programs such as GraphicsMagick. Before processing the input, it does a validation check inside `check` against some properties of `argv[1]`. If the check fails, the program terminates immediately. The core functionality starts from two threads created at lines 21 and 22 respectively in `main` function. There are two shared variables: 1) the global variable
g.var has an initial value 1, 2) and input argv[1] is passed to both threads T1 and T2 through the thread-forking call to pthread_create. Apparently, there are multiple reads and writes on g.var and argv[1] and this program suffers from data races.

With this example, we would like to demonstrate that the state-of-the-art GBFs such as AFL can be ineffective in exploring thread-interleaving relevant paths due to unawareness of multithreading.

4.2.2 No Strategies to Track Thread-Interleavings

GBFs such as AFL typically instrument new instructions into the target programs to collect runtime coverage information. Specifically, AFL treats the entry instruction of each basicblock as the basicblock’s deputy. From now on, we will refer AFL’s default selection strategy over the deputy instruction as AFL-Ins. During calibration execution, AFL labels a calculated value to each transition that connects the deputies of two consecutively executed basicblocks [64]. By maintaining a set of values for queued seeds, AFL tracks the “coverage” of a target program. Procedure cov_new_trace in Algorithm 1 is to check whether a value has already been contained in the set.

Figure 4.2b depicts the transitions upon executing the functions compute and inc. For brevity, we use source code to explain the problem and use statements to represent the lower level instructions in assembly or LLVM IR [33]. The arrows denote the transitions between all the statements. The pentagons denote the first statements of basicblocks while the other statements are represented by rectangles. Since AFL-Ins only cares the first statements, only the branching edges from if(s.var<2) and the two function call edges to inc are bookkept – these transitions are marked as solid arrows.

AFL-Ins works well on single-threaded programs: the kept transitions can reflect both branching conditions (e.g., “if(s.var<2) → inc(&g.var”) and the function calls (e.g., “inc((int*)(s.var)) →*pv+=2”). However, in the presence of multithreading, it may frequently miss several important transitions of the interleavings between concurrently executed threads. Let us focus on two different seeds’ execution at two statements: ①:“*s.var+=3” and ②: “*s.var*=2”. Threads T1 and T2 may execute the two statements with these interleavings: the two T1:①→T2:①→T1:②→T2:②,
or T1:1→T1:2→T2:1→T2:2. After the second 2 is executed the value of *s_var is likely to be different; in addition, dependent on the initial value of *s_var (propagated from argv[0]), the condition s_var<2 may also be affected. Therefore, these interleavings may affect subsequent executions and it is expected to keep track of them. However, since AFL only tracks the deputy-to-deputy transitions, it merely observes that there is a transition from 1→1. Since AFL keeps seeds only when it “sees” a new transition, it simply discard the second one. However since the second seed indeed executes a different interleaving, keeping it usually brings positive coverage feedback [20, 90]. In this sense, it is preferable to apply certain instrumentation to explore more thread-interleaving paths and keep more multithreading relevant seeds.

### 4.2.3 Unawareness of Threading Context

AFL knows nothing about the threading context, therefore it cannot distinguish whether a transition is from T1 to T2 or from T1 to T1. For example, as to the (four) interleavings that can occur when executing 1 and 2, AFL is only aware of 1→1. Since such a transition can also happen when 1 is inside a loop, AFL may think this is not a “new” transition. Furthermore, the threading information does help to provide additional feedback that is orthogonal to the transitions between the deputy instructions. In this sense, we should provide a strategy to record the threading context.
4.2.4 Low Diversity across Executions

When encountering a non-deterministic behavior seed, the only strategy of AFL is to execute the seeds more times. However, since the calibration execution is applied continuously $N_c$ times, the systematic level environment such as CPU usage, memory consumption, or other I/O status is prone to be similar [91, 92]. This will decrease the entropy to diversify the actual scheduling. For example, in a calibration execution with $N_c = 40$, $T1:①→T2:①→T1:②→T2:②$ and $T2:①→T1:①→T2:②→T1:②$ may occur 15 and 20 times respectively, however interleavings such as $T1:①→T1:②→T2:①→T2:②$ only occurs 5 times, while there is no $T2:①→T2:②→T1:①→T1:②$ at all. In addition, since the running statistics are collected during calibration execution, this would also affect the decision in seed triaging. Ideally, we would like to keep as many distinct interleavings as possible since that marks the potential interleavings a seed can exhibit with different scheduling priorities.

4.2.5 Our Solutions

In order to improve the effectiveness of fuzzing multithreaded programs, we propose the following solutions.

S1 Instead of equally choosing the the entry instruction of a basicblock as the deputy instruction, we apply a stratified exploration-oriented instrumentation by distinguish whether an instruction may happen-in-parallel with others [93, 94]. This helps the fuzzer to track more thread-interleaving transitions.
S2 We instrument at the call site of thread-forking, locking, unlock, joining APIs and collect the thread and deputy instruction information to calculate the overall threading context per execution. This information is utilized to diversify the threading context of the seeds in the queue.

S3 We instrument at the entry of a thread start routine function a segment that can dynamically adjust the thread priority. It aims to increase the interleaving diversity during calibration execution.

4.3 System Overview

Figure 4.3 depicts the overall workflow of DOUBLADE. It contains three major components: (1) static-analysis-guided instrumentation (shown in the top center area), (2) dynamic fuzzing (shown in the bottom center area), and (3) concurrency bug replay (shown in the left and right area). During instrumentation (§4.4), we firstly compute the thread-aware ICFG (interprocedural control-flow graph) in §4.4.1.1 for a multi-threaded program ($P_o$). Based on this ICFG, we perform three categories of instrumentation: the one focusing on exploring more multithreading relevant paths (§4.4.2), the one aiming to intervene the thread scheduling (§4.4.3) and the one that provides the threading context (§4.4.4) to eventually produce the instrumented program $P_f$. During dynamic fuzzing §4.5, based on the instrumentation feedback, we apply seed selection (§4.5.1), calibration execution (§4.5.2) and seed triaging (§4.5.3) that are turned for generating multithreading relevant seeds. Since the fuzzing procedure can only detect vulnerabilities that are resulted from crashed seeds, we need a concurrency bug detector to replay with the generated seeds to see whether they can trigger certain concurrency violations; this will be covered in the evaluation section (§4.6.2).

4.4 Static Instrumentation

The instrumentation is used to provide the thread-aware information for fuzzing.
As discussed in §4.2.4, the instrumentation strategy in existing GBFs is thread-unaware, which may miss transitions that caused by thread-interleaving for triggering vulnerabilities in multithreaded programs. Drawn from this insight, the precise fuzzing should distinguish program statements that may be access by concurrent threads, which requires “finer-grained” instrumentation to pay attention to the seeds that can capture the instruction transitions caused by interleaved threads, while deprioritize the seeds that exercise new paths only within a single thread. We use results from static context-sensitive may-happen-in-parallel analysis [94] to determine the thread-interleaving scope. The pointer analysis and lock analysis are enabled to further refine the scope in order to filter out the interleaving-free statements. The static analysis is adopted as the preprocessing in §4.4.1 for three instrumentations (§4.4.2-§4.4.4) to explore new paths, intervene the schedule, and guide the seed selection procedure.

### 4.4.1 Preprocessing

#### 4.4.1.1 Thread-aware ICFG Generation

We firstly apply Andersen’s inclusion-based pointer analysis [57] on the target program. The points-to results are used to resolve indirect calls to eventually produce an interprocedural control-flow graph (ICFG). By taking into account the semantics of pthread APIs, we get an ICFG that is aware of the following multithreading information:

1. **T\text{Fork}** is the set of program sites that call thread-forking functions. This includes the explicit call to *pthread\_create*, or the *std::thread* constructor that internally uses *pthread\_create*, etc. These called functions, denoted as \( F_{\text{fork}} \), are extracted from the semantics of these forking sites.

2. **T\text{Join}** contains call sites for functions that mark the end of a multithreading execution. It includes the call sites of the pthread APIs such as *pthread\_join*, *pthread\_cancel*, *pthread\_exit*, etc.

3. **T\text{Lock}** is the set of sites that call thread-locking functions such as *pthread\_mutex\_lock*, *pthread\_mutex\_trylock*, etc.
(4) TUnLock is the set of sites calling thread-unlocking functions such as `pthread_mutex_unlock` and `pthread_rwlock_unlock`.

(5) TShareVar is the set of variables that may be shared among different threads. This includes the global variables and those variables that are passed from the threading fork sites Tfork.

### 4.4.1.2 Suspicious Interleaving Scope Extraction

Given a program that may run with multiple threads, we would prefer the instrumentation to collect various traces to reflect the interleavings. However, instrumentation always brings execution overhead to original programs, especially when adopting an intensive instrumentation strategy to cover all concerned sites. Owing to the static information provided by the thread-aware ICFG in §4.4.1, we know that multithreading interleavings may only happen on certain program statements. We hereby use $L_m$ to denote the set of these statements and name it as suspicious interleaving scope. Thus, the instrumentation is targeted on these statements. A statement $l$ is added into an thread-interleaving scope if there exists another statement $l'$, which may happen-in-parallel with $l$ and may access the same memory inferred by the pointer analysis, but not protected by the same lock.

In Listing 4.2, $F_{fork} = \{compute\}$ based on the function call at Lines 21 and 22. We then get all the functions that may be (directly or indirectly) called by functions inside $F_{fork}$, i.e., $\{inc, compute\}$ and the scope $L_m$ comes from Lines 1, 2, 9~15. We exclude the statements that do not access or modify the shared variables $g\_var1$, $g\_var2$, $s\_var$, which means we should exclude Lines 12 and 14. In the end, the scope is determined as $L_m = \{1, 2, 9, 10, 11, 13, 15\}$. It is worth noting that line 13 is inside $L_m$ since it may happen-in-parallel with lines 9 and 10.
### 4.4.2 Exploration-Oriented Instrumentation

With the knowledge of \( L_m \), we are able to instrument more stubs on these instructions inside the scope than the others, for exploring new “transitions”. However, it is *impractical* to instrument intensively on *each instruction* inside \( L_m \) since this still may greatly reduce the overall performance. It is also *unnecessary* to do so — although theoretically interleavings may happen everywhere at each instruction inside \( L_m \), in practice several instructions in one thread can still be executed subsequently. This means that we can skip some instructions for instrumentation, or instrument the instructions *with a probability*. We still need to instrument on the other parts of the program in case that the initial seeds do not cover the multithreading statements at all. Hence, we need the instrumentation to help explore more *new* traces. Also similarly, we can *skip* instrumentation on some instructions with certain probabilities.

#### 4.4.2.1 Instrumentation Probability Calculation

We first calculate a *base instrumentation probability* according to cyclomatic complexity. We use this since it has been demonstrated that bugs or vulnerabilities usually come from functions that have higher cyclomatic complexity [95–97]. For each function \( f \), we firstly calculate the complexity value: 

\[
M_c(f) = E(f) - N(f) + 2
\]

where \( E(f) \) is the basicblock edge number of the function, \( N(f) \) is the number of basicblocks. Intuitively, this value indicates the complexity of the function across its basicblocks. As 10 is considered to the preferred upper bound [95], we determine the base probability as

\[
P_e(f) = \min \left\{ \frac{E(f) - N(f) + 2}{10}, 1.0 \right\}
\] (4.1)

We use \( P_s \) as the probability to *selectively* instrument on the first instruction of a basicblock that is *totally* outside the scope of multithreading environment, i.e., *none of* the instructions inside this basicblock belongs to \( L_m \). 

\[
P_s(f) = \min \{ P_e(f), P_{s0} \}
\] (4.2)

where \( 0 < P_{s0} < 1 \). \( P_{s0} \) should not be set too large since that would bring instrumentation overhead; it should not be set too small since otherwise \( P_s(f) \) would always equal
 failing to consider the complexity influence of the underlying function. Empiri-
cally, we set $P_{s0} = 0.5$.

On the other hand, for each basicblock $b$ inside the given function $f$, we calculate
the total number of instructions $N(b)$, and the total number of memory operation in-
structions $N_m(b)$, e.g., load/store operations, or builtin memory function calls such as
memcpy, strncat, malloc, free, etc. Then for each of the instructions, we instrument
based on the probability as:

$$P_m(f,b) = \min\{P_e(f) \cdot \frac{N_m(b)}{N(b)}, P_{m0}\}$$  \hfill (4.3)

where $P_{m0}$ is a factor satisfying $0 < P_{m0} < 1$ and defaults to 0.33. Note the default
value of $P_{m0}$ follows AFL’s practice to avoid heavy instrumentations.

### 4.4.2.2 Instrumentation Algorithm

The exploration-oriented instrumentation algorithm is described in Algorithm 5. It iter-
ates each function inside a program. For each basicblock $b$ in function $f$, we firstly get
the intersection of the instructions inside $b$ and $L_m$. If this intersection $L_m(b)$ is empty,
it instruments the first instruction of $b$ with a probability of $P_s(f)$. Otherwise, for the
first instruction in $b$, we always instrument it (instrument with probability of 1.0); for
the other instructions, if they are inside $L_m$, we instrument them with a probability of
$P_m(f,b)$. We will refer our selection of deputy instructions as MT-Ins.

### 4.4.2.3 Take-aways for MT-Ins

Firstly, for both AFL-Ins and MT-Ins, the coverage is shaped by the transitions between
deputy instructions. The difference is that we use a stratified instrumentation strategy to
focus on the interleavings introduced by multithreading. Compared to AFL-Ins, MT-Ins
instruments less on single threading program statements, while applies more instrumen-
tations to explore interleavings across different threads with certain probabilities.

Secondly, mistakenly instrumenting on non-entry instructions that are not in $L_m$ will
only introduce runtime overhead, but never help to keep more seeds. This can be proved
by the fact that GBFs keep new seeds based on “new transitions”, however the “new
Algorithm 5: Exploration-Oriented Instrumentation

input: Target program \( P \), suspicious interleaving scope \( L_m \)
output: Program \( P \) instrumented with exploration stubs

\[
\begin{align*}
&\text{for } f \in P \text{ do} \\
&\quad \text{for } b \in f \text{ do} \\
&\quad\quad L_m(b) = L_m \cap b; \\
&\quad\quad \text{if } L_m(b) \neq \emptyset \text{ then} \\
&\quad\quad\quad \text{for } i \in b \text{ do} \\
&\quad\quad\quad\quad \text{if is_first_instr}(i, b) \text{ then} \\
&\quad\quad\quad\quad\quad \text{exploration_instrument}(i, 1.0); \\
&\quad\quad\quad\quad\quad \text{else if } i \in L_m \text{ then} \\
&\quad\quad\quad\quad\quad\quad \text{exploration_instrument}(i, P_m(f, b)); \\
&\quad\quad\quad \text{else} \\
&\quad\quad\quad \text{for } b \in f \text{ do} \\
&\quad\quad\quad\quad i = \text{get_first_inst}(b); \\
&\quad\quad\quad\quad \text{exploration_instrument}(i, P_s(f)); \\
\end{align*}
\]

transitions” conditions are always the regardless of whether the exercised instruction are instrumented. In this sense, we may expect that there will not be seeds accidentally added into the seed queue due to over-estimation of \( L_m \).

Thirdly, MT-Ins’s strategy to tracking multithreading interleaving is useful and it is worth instrumenting more on these instructions that may be executed parallelly with other instructions. The major reason is that we can expect to have more valuable seeds. Same as other GBFs, we still rely on observations of “new transitions” to keep seeds, and MT-Ins tends to keep more seeds that execute thread-interleaving, regardless of the precision of the calculated \( L_m \). First, it means that more seeds in the seed queue for fuzzing have executed the multithreading code segments, instead of having failed the validation check quite earlier. Hence, these seeds can execute the “deeper part” of a multithreaded program. When they are mutated, compared with those seeds that fail the validity check, there is a higher chance that the newly generated seeds from these seeds also pass the check and exercise different part of the multithreading segments. Therefore, the high ratio of seeds that can execute multithreading segments already indicates the seeds are probably of high qualities. Second, since seeds usually exhibit some preference in executing with certain interleavings, some thread-interleavings are more “stable”, they may be just like the regular transitions inside single thread.
Lastly, since MT-Ins only selectively instruments the instructions inside $L_m$ with a probability of at most $P_m$, we avoid over-emphasizing thread-interleaving induced transitions, as well as seek a balance between runtime instrumentation overhead and coverage feedback.

### 4.4.3 Schedule Intervention Instrumentation

Without specifying any schedule policy or priority, the operation systems usually determine the actual schedule dynamically [91, 92]. As mentioned in §4.2.4, without scheduling intervention the calibration execution during fuzzing may not exhibit diverse interleavings, which is unsatisfactory for covering new transitions.

POSIX compliant systems such as Linux usually provide the APIs to control the low level process or thread scheduling [91, 92]. In order to intervene the interleavings during the execution of the multithreaded program, we adjust the thread priorities. This heavily resorts to the POSIX API `pthread_setschedparam`. Our intervention of scheduling follows two principles: 1) the intervened schedule should be possible to happen in reality without this intervention; 2) the schedule should make the interleavings more diverse. We therefore instrument a function call $f_I$ at the start of the thread routine. This instrumented function does two things:

1. For each newly mutated seed, it calls `pthread_self` in the entry of $F_{fork}$ to collect the runtime thread IDs. This serves two purposes. First, it marks the entering of the multithreading region in order to inform the fuzzer that the execution trace has covered the thread spawning statements. Second, each collected thread ID will also be associated with a unique number $N_{ctx}$ starting from 1, 2, ..., which will be used to calculate the threading context in §4.4.4.

2. During the calibration execution §4.5.2, whenever the thread comes to call $f_I$, it changes the schedule policy to `SCHED RR`, and assigns a ranged random value to its priority. We make the priority value to be uniformly distributed random in order to diversify the combinations among threads.
4.4.4 Threading Context Instrumentation

We also apply an instrumentation to track the threading context, which is used to collect thread relevant context for additional feedback during seed selection. This context is collected at the call site of $F_{ctx} = \{T\text{Lock}, T\text{UnLock}, T\text{Join}\}$, each of which has the form $TC = (Loc, N_{ctx})$. Here $Loc$ is the labeling value of previous deputy instruction (c.f. §4.2.2 and §4.4.2). $N_{ctx}$ is obtained by getting the value of the key identified by current thread ID from the thread ID map collected at §4.4.3. For each function in $F_{ctx}$, we keep a sequence of context $\langle TC_1(f), \ldots, TC_n(f)\rangle, f \in F_{ctx}$; and at the end of each execution we calculate a hash value $H(f)$ for each of them. The tuple $S_{ctx} = \langle H(T\text{Lock}), H(T\text{UnLock}), H(T\text{Join})\rangle$ is a context-signature that determines the overall threading context of a specific execution. Essentially, this is a sampling on thread relevant APIs to track the thread information and transitions of a particular run. As we shall see later, this plays an important role in seed selection (§4.5.1).

4.5 Dynamic Fuzzing

The dynamic fuzzing loop follows a typical GBF procedure as described in Algorithm 1. We improve the procedures of seed selection (§4.5.1), calibration execution (§4.5.2) and seed triaging (§4.5.3) to fit specially for fuzzing multithreaded programs, based on the instrumentation information provided in §4.4.

4.5.1 Seed Selection

Seed selection decides which seeds to be mutated next. In practice, this problem is reduced to whether the next seed $t$ at the queue header will be selected into $T_S$, which is depicted by Algorithm 6.

During seed selection, in addition to following AFL’s strategy by using $\text{has\_new\_trace}(T_S)$ to checking whether $T_S$ contains a “favored seed” $t$ covering a new transition ($\text{cov\_new\_trace}(t)=$true), we also check whether there is at least one seed in
Algorithm 6: Algorithm to Select Next Seed

<table>
<thead>
<tr>
<th>input</th>
<th>Seed queue $T_S$, current seed in queue $t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>whether $t$ will be selected in this round</td>
</tr>
</tbody>
</table>

1. if $\text{has\_new\_mt\_ctx}(T_S)$ OR $\text{has\_new\_trace}(T_S)$ then
   2. if $\text{cov\_new\_mt\_ctx}(t)$ then
      3. return true;
   4. else if $\text{cov\_new\_trace}(t)$ then
      5. return select\_with\_prob($P_{ynl}$);
   6. else
      7. return select\_with\_prob($P_{ynn}$);
8. else
    9. return select\_with\_prob($P_{unn}$);

$T_S$ that reaches the multithreading code (i.e., $\text{has\_new\_mt\_ctx}(T_S)$). If either of the conditions is satisfied, then there are some “interesting” seeds. Specifically, if the seed has a new threading context, the algorithm directly returns true. If it covers a new trace, it is selected with a probability of $P_{ynl}$; otherwise, the probability is $P_{ynn}$. Last, if no interesting seeds in $T_S$ are interesting at all, the algorithm selects with a probability of $P_{unn}$. Analogous to AFL’s selection strategy, we set $P_{ynl} = 0.95$, $P_{ynn} = 0.01$, $P_{unn} = 0.15$.

To implement $\text{cov\_new\_mt\_ctx}(t)$, we track the context of calling a multithreading API in $F_{ctx} = \{\text{TJoin, TLock, TUnLock}\}$ (c.f., §4.4.4) and check whether the context-signature $S_{ctx}$ has been met before — when $S_{ctx}$ is new, $\text{cov\_new\_mt\_ctx}(t) = \text{true}$; otherwise, $\text{cov\_new\_mt\_ctx}(t) = \text{false}$. Note that $\text{cov\_new\_trace}(t) = \text{true}$ does not imply $\text{cov\_new\_mt\_ctx}(t) = \text{true}$. The reason is that (1) we cannot instrument inside the body of thread API functions in $F_{ctx}$, hence $\text{cov\_new\_trace}$ cannot track the transitions; (2) $\text{cov\_new\_mt\_ctx}$ also depends on the thread IDs that $\text{cov\_new\_trace}$ is unaware of.

### 4.5.2 Calibration Execution

Multithreaded programs introduce non-deterministic behaviors when different interleavings are involved. As seen in Algorithm 1, for a mutated seed, a GBF typically executes the target program with multiple times. Owing to $f_I$, we are now able to tell whether the current non-deterministic behavior is relevant with a multithreading execution. In fact, since we focus on multithreading only, based on the times of the threading forking operations the fuzzer has observed, the fuzzer can distinguish the calibration
on those seeds that have non-deterministic behaviors purely by checking whether the execution traces have touched the threading relevant regions. Further, if we know that a seed may have more distinct values of $S_{ctx}$ (the number of distinct values for seed $t$ is denoted as $C_m(t)$), there will be more interleavings. To determine the calibration times $N_c$, we rely on $C_m$. In AFL, the calibration times is calculated by:

\[
N_c(t) = N_0 + N_v \cdot B_v
\]

(4.4)

where $N_0$ is the initial calibration times, $N_v$ is a constant as the “bonus” calibration times for non-deterministic runs, and $B_v \in \{0, 1\}$. $B_v=0$ if none of the $N_0$ calibration runs show non-deterministic behaviors, otherwise $B_v=1$. We argue this to specially fit for multithreading setting.

\[
N_c(t) = \min \{N_v, N_0 \cdot C_m(t)\}
\]

(4.5)

In both AFL and DOUBLADE, $N_0 = 8$, $N_v = 32$. For all the $N_c$ calibration runs, we track their execution traces and count how many different traces ($T_{cal}$) it exhibits.

### 4.5.3 Seed Triaging

This handles how to categorize the seeds after calibration execution. DOUBLADE still follows the workflow at Lines 9∼12 in Algorithm 1: if there is a crash, we mark these seeds as vulnerable; if the seed covers new transitions, we append it to the queue. One major difference is that these “seemingly normal” seeds may actually have concurrent bugs. These will be handled in the replaying procedure (§ 4.6.2) after fuzzing. To provide a hint on how many times to be executed on a specific seed during replaying, we keep $T_{cal}$ statistics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Project</th>
<th>MT Type</th>
<th>Command Line Options</th>
<th>Binary Size</th>
<th>$T_{pp}$</th>
<th>$N_B$</th>
<th>$N_T$</th>
<th>$N_{ii}$</th>
<th>$\frac{N_{ii} - N_B}{N_B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>lbzip2-c</td>
<td>lbzip2-2.5</td>
<td>native</td>
<td>lbzip2 -k -t -9 -z -f -n4 FILE</td>
<td>377k</td>
<td>7.1s</td>
<td>4010</td>
<td>24085</td>
<td>6208</td>
<td>54.8%</td>
</tr>
<tr>
<td>pbzip2-c</td>
<td>pbzip2-v1.1.13</td>
<td>native</td>
<td>pbzip2 -k -p4 -S10 -z FILE</td>
<td>312k</td>
<td>0.9s</td>
<td>2030</td>
<td>8345</td>
<td>2151</td>
<td>6.0%</td>
</tr>
<tr>
<td>pbzip2-d</td>
<td>pbzip2-v1.1.13</td>
<td>native</td>
<td>pbzip2 -k -p4 -S16 -d FILE</td>
<td>312k</td>
<td>0.9s</td>
<td>2030</td>
<td>8345</td>
<td>2151</td>
<td>6.0%</td>
</tr>
<tr>
<td>pigz-c</td>
<td>pigz-2.4</td>
<td>native</td>
<td>pigz -p 4 -c -b 32 FILE</td>
<td>117k</td>
<td>3.0s</td>
<td>3614</td>
<td>21022</td>
<td>5418</td>
<td>49.9%</td>
</tr>
<tr>
<td>pxz-c</td>
<td>pxz-4.999.9beta</td>
<td>OpenMP</td>
<td>pxz -c -k -4 -q -9 FILE</td>
<td>32k</td>
<td>1.2s</td>
<td>3907</td>
<td>20105</td>
<td>7877</td>
<td>101.0%</td>
</tr>
<tr>
<td>xz-c</td>
<td>XZ-5.1.alpha</td>
<td>native</td>
<td>xz -9 -k -4 -t FILE</td>
<td>182k</td>
<td>8.4s</td>
<td>4892</td>
<td>24716</td>
<td>9849</td>
<td>82.9%</td>
</tr>
<tr>
<td>gm-cnv1</td>
<td>GraphicsMagick-1.4</td>
<td>OpenMP</td>
<td>gm convert -limit threads 4 FILE out.bmp</td>
<td>7.6M</td>
<td>224.4s</td>
<td>63539</td>
<td>38582</td>
<td>95580</td>
<td>55.1%</td>
</tr>
<tr>
<td>im-cnv1</td>
<td>ImageMagick-7.0.8-8</td>
<td>OpenMP</td>
<td>convert -limit thread 4 FILE out.bmp</td>
<td>19.8M</td>
<td>434.2s</td>
<td>28359</td>
<td>78631</td>
<td>200108</td>
<td>55.9%</td>
</tr>
<tr>
<td>cwebp</td>
<td>libwebp-1.0.2</td>
<td>native</td>
<td>cwebp -mt FILE -o out.webp</td>
<td>11.8M</td>
<td>56.3s</td>
<td>12117</td>
<td>34924</td>
<td>33112</td>
<td>173.3%</td>
</tr>
<tr>
<td>vpxdec</td>
<td>libvpx-v1.3.5.589</td>
<td>native</td>
<td>vpxdec -c -4 -o out.y4m FILE</td>
<td>5.8M</td>
<td>431.6s</td>
<td>21638</td>
<td>68879</td>
<td>95400</td>
<td>195.2%</td>
</tr>
<tr>
<td>x264</td>
<td>x264-0.157.2966</td>
<td>native</td>
<td>x264 -threads=4 -o out.x264 FILE</td>
<td>6.4M</td>
<td>1701.0s</td>
<td>18912</td>
<td>104530</td>
<td>103928</td>
<td>167.1%</td>
</tr>
<tr>
<td>x265</td>
<td>x265-3.0_Au+3</td>
<td>native</td>
<td>x265 -input FILE -pools 4 -f 2 -o</td>
<td>9.7M</td>
<td>78.3s</td>
<td>22992</td>
<td>112553</td>
<td>89408</td>
<td>288.9%</td>
</tr>
</tbody>
</table>

### Table 4.1: Static information of the 12 evaluated programs.
### Table 4.2: Fuzzing and Replaying Results on AFL, DOU-AFL, and DOUBLADE

<table>
<thead>
<tr>
<th>ID</th>
<th>Gen Tests</th>
<th>Vuls</th>
<th>C-Bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{a}$</td>
<td>$N_{v}$</td>
<td>$\frac{N_{a}}{N_{v}}$</td>
</tr>
<tr>
<td><strong>DOUBLADE</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lbzip2-c</td>
<td>3350</td>
<td>753</td>
<td>22.5%</td>
</tr>
<tr>
<td>pbzip2-c</td>
<td>175</td>
<td>50</td>
<td>28.6%</td>
</tr>
<tr>
<td>pbzip2-d</td>
<td>926</td>
<td>7</td>
<td>0.8%</td>
</tr>
<tr>
<td>pigz-c</td>
<td>737</td>
<td>592</td>
<td>80.3%</td>
</tr>
<tr>
<td>pxz-c</td>
<td>2305</td>
<td>958</td>
<td>41.6%</td>
</tr>
<tr>
<td>xz-c</td>
<td>1327</td>
<td>257</td>
<td>19.4%</td>
</tr>
<tr>
<td>gm-cnvt</td>
<td>3921</td>
<td>1872</td>
<td>47.7%</td>
</tr>
<tr>
<td>im-cnvt</td>
<td>3289</td>
<td>2460</td>
<td>74.8%</td>
</tr>
<tr>
<td>cwebp</td>
<td>4755</td>
<td>2234</td>
<td>47.0%</td>
</tr>
<tr>
<td>vpxdec</td>
<td>13046</td>
<td>3117</td>
<td>23.9%</td>
</tr>
<tr>
<td>x264</td>
<td>4465</td>
<td>4252</td>
<td>95.2%</td>
</tr>
<tr>
<td>x265</td>
<td>6420</td>
<td>4701</td>
<td>73.2%</td>
</tr>
<tr>
<td><strong>DOU-AFL</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lbzip2-c</td>
<td>4155</td>
<td>1352</td>
<td>32.5%</td>
</tr>
<tr>
<td>pbzip2-c</td>
<td>227</td>
<td>59</td>
<td>26.0%</td>
</tr>
<tr>
<td>pbzip2-d</td>
<td>982</td>
<td>11</td>
<td>1.2%</td>
</tr>
<tr>
<td>pigz-c</td>
<td>921</td>
<td>789</td>
<td>85.7%</td>
</tr>
<tr>
<td>pxz-c</td>
<td>2804</td>
<td>1675</td>
<td>59.7%</td>
</tr>
<tr>
<td>xz-c</td>
<td>1359</td>
<td>268</td>
<td>19.7%</td>
</tr>
<tr>
<td>gm-cnvt</td>
<td>4677</td>
<td>3265</td>
<td>69.8%</td>
</tr>
<tr>
<td>im-cnvt</td>
<td>4036</td>
<td>2092</td>
<td>51.8%</td>
</tr>
<tr>
<td>cwebp</td>
<td>5549</td>
<td>3095</td>
<td>55.8%</td>
</tr>
<tr>
<td>vpxdec</td>
<td>13927</td>
<td>3302</td>
<td>23.7%</td>
</tr>
<tr>
<td>x264</td>
<td>4457</td>
<td>4197</td>
<td>94.2%</td>
</tr>
<tr>
<td>x265</td>
<td>6743</td>
<td>5007</td>
<td>74.3%</td>
</tr>
<tr>
<td><strong>AFL</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lbzip2-c</td>
<td>4503</td>
<td>1637</td>
<td>36.4%</td>
</tr>
<tr>
<td>pbzip2-c</td>
<td>253</td>
<td>78</td>
<td>30.8%</td>
</tr>
<tr>
<td>pbzip2-d</td>
<td>1231</td>
<td>47</td>
<td>3.8%</td>
</tr>
<tr>
<td>pigz-c</td>
<td>921</td>
<td>789</td>
<td>85.7%</td>
</tr>
<tr>
<td>pxz-c</td>
<td>3658</td>
<td>2523</td>
<td>69.0%</td>
</tr>
<tr>
<td>xz-c</td>
<td>1598</td>
<td>493</td>
<td>30.9%</td>
</tr>
<tr>
<td>gm-cnvt</td>
<td>4677</td>
<td>3265</td>
<td>69.8%</td>
</tr>
<tr>
<td>im-cnvt</td>
<td>4355</td>
<td>3671</td>
<td>84.3%</td>
</tr>
<tr>
<td>cwebp</td>
<td>5701</td>
<td>3347</td>
<td>58.7%</td>
</tr>
<tr>
<td>vpxdec</td>
<td>14665</td>
<td>3656</td>
<td>24.9%</td>
</tr>
<tr>
<td>x264</td>
<td>5023</td>
<td>4832</td>
<td>96.2%</td>
</tr>
<tr>
<td>x265</td>
<td>6433</td>
<td>5012</td>
<td>78.0%</td>
</tr>
</tbody>
</table>

### 4.6 Evaluation

We develop **DOUBLADE** upon FOT and SVF [65, 93, 94]. The static instrumentation component utilizes the LLVM analysis while the thread-aware callgraph construction leverages SVF’s inter-procedural value-flow analysis. In total this static part has around 3000 lines of C/C++ code. Also, we modify FOT’s fuzzing engine with about 800 lines of C code. And the replay part takes additional 1500 lines of Python code. We archive all the supporting materials at [98]. These include the initial fuzzing seeds, the source...
code, and the findings of our evaluation.

Specifically, we design the following research questions to conduct our evaluation:

**RQ1** Can **DOUBLADE** generate seeds that trigger more non-deterministic behaviors?

**RQ2** What is the capability of **DOUBLADE** in detecting vulnerabilities?

**RQ3** Can the generated seeds help bug detectors to find more concurrency faults?

### 4.6.1 Evaluation Setup

Our experiments are conducted on an Intel(R) Xeon(R) Platinum 8151 CPU @ 3.40GHz with 28 cores, running a 64-bit Ubuntu 18.04 LTS system; during experiments, we use 24 cores and retain 4 cores for other processes.

#### 4.6.1.1 Settings of the fuzzers

We set up three fuzzers for evaluation:

1) **AFL** is the current state-of-the-art GBF with AFL-Ins instrumentation and the thread-unaware fuzzing strategies. To the best of our knowledge, there are no other open-source fuzzers that targets multithreaded programs. Meanwhile, evolved AFL shows comparable performance with recent techniques [69, 90]. Therefore, we use AFL as the baseline fuzzer.

2) **DOU-AFL** enhances AFL with schedule-intervention (§4.4.3) and threading-context instrumentations (§4.4.4), as well as all the dynamic strategies (§4.5).

3) **DOUBLADE** is our proposed fuzzer. It has all the static and dynamic strategies proposed in §4.4 and §4.5. **DOUBLADE** differs from **DOU-AFL** only on exploration-oriented instrumentation — the latter uses AFL-Ins.

During evaluation, all the fuzzers are executed in the “fidgety” mode as suggested in [70]. We also disable AFL’s CPU affinity binding strategy. This is because that
the threads in multithreading programs are intended to be mapped in different cores and execute in parallel in order to boost overall performance; setting the CPU affinity will make all these threads bound to one CPU core. In practice, setting CPU affinity frequently makes fuzzing procedure fail due to heavy loads.

### 4.6.1.2 Statistics of the evaluation dataset

The dataset for evaluation consists of the following real-world software projects.

1) Parallel compress/decompress utilities including `pigz`, `lbzip2`, `pbzip2`, `xz` and `pxz`. These tools have been present in GNU/Linux distributions for many years and are integrated into the widely used GNU `tar` utility.

2) **ImageMagick** and **GraphicsMagick** are two widely used software suites to display, convert, edit images files.

3) **libvpx** and **libwebp** are two WebM projects. They are used by mainstream browsers like Google Chrome, Firefox, and Opera.

4) **x264** and **x265** are two most established video encoders for H.264/AVC and HEVC/H.265 formats respectively.

All these software systems have been intensively tested by AFL, LibFuzzer, or added into Google’s OSS-Fuzz project. We try to use their latest versions at the time of evaluation; the only exception is libvpx, which we use version v1.3.0-5589 to reproduce vulnerabilities and concurrency bugs.

Table 4.1 lists the statistical data of the benchmarks. The first two columns show the benchmark names and their host software projects. The third column represents the multithreading implementation — either the OpenMP [99] APIs or the standard pthread library. The next column specifies the command line options.

The rest columns state the static instrumentation data. The “Binary Size” column calculates the sizes of the instrumented binaries. Column $T_{pp}$ records the preprocessing time (c.f. §4.4.1). The program `vpxdec` cost the most time — about 30 minutes. The
last three columns $N_B$, $N_I$, and $N_{ii}$ depict the number of basicblocks, the number of total instructions, and the number of included instructions for DOUBLADE instrumentation (c.f. §4.4.2), respectively. Recall that AFL-Ins does the instrumentation over the deputy instruction of each basicblock, so $N_B$ also implicates the number of instrumented instructions by AFL. The last column is the ratio of more instructions DOUBLADE instrumented compared to AFL.

### 4.6.2 Overall Results

We run each aforementioned fuzzer 4 times against all the 12 benchmark programs, with the time threshold as 6 hours. Table 4.2 shows the overall evaluation results in terms of generated seeds, the detected vulnerabilities, and the found concurrency bugs. The underlined table entries indicate they have the best performance among all the 3 evaluated fuzzers.

**Seed Generation.** We collect both the number of all new tests ($N_a$) and the number of tests that trigger non-deterministic behaviors ($N_n$). $N_n$ reflects the number of seeds that can reach the concurrency-related code. We sum up the generated seeds of all 4 fuzzing runs to form $N_a$ and $N_n$ in Table 4.2. The $\frac{N_n}{N_a}$ column shows the percentage of $N_n$ against $N_a$.

**Vulnerability Detection.** We denote the total number of detected crashes as $N_c$. For each unique crash we manually triage it to corresponding vulnerability type based on its root causes. Further, we group the detected vulnerabilities into two categories: the vulnerabilities triggered in multithreading, whose number is denoted as $V_m$; the vulnerabilities triggered in single-threading, whose number is $V_s$.

**Concurrency Bugs.** We detect concurrency bugs in the replaying procedure. Specifically, we compile the target programs with ThreadSanitizer [100] and re-run them with the new seeds generated during Seed Generation. Also, we design a weighted round-robin strategy to continuously replay the seeds against the non-deterministic program behaviors until reaching a given time budget (2 hours).
Since ThreadSanitizer only needs several seconds to execute a seed, our *replaying procedure* could finish thousands of rounds of seed replay. In each round, the running chances for AFL seeds remain 1 (referred to 1) while the chance of each DOUBLADEC and DOU-AFL seed is $T_{ac}$ (referred to 2). Hence, ThreadSanitizer can schedule AFL seeds as evenly as possible while weighted seeds from DOUBLADEC are treated with optimal schedules.

We inspect the reported concurrency bugs and categorize them based on the trace information. The column C-Bug depicts the final number of bugs.

### 4.6.3 Seed Generation (RQ1)

In Table 4.2 we observe that DOUBLADEC surpasses both DOU-AFL and AFL in the number of generated tests.

DOUBLADEC exhibits superiority in generating seeds that exhibit non-deterministic program behaviors — in almost all the benchmarks DOUBLADEC generates the most seeds. For *pbzip2-d* DOUBLADEC generated 47 seeds, which is $6.7x$ the number of AFL’s seeds (totally 7) and $4.3x$ the number of DOU-AFL’s seeds (totally 11); The only exception is *x265* where DOU-AFL generates more valuable seeds than DOUBLADEC.

The percentages of DOUBLADEC’s seeds against all the generated seeds are also impressive — DOUBLADEC wins performance comparison over all the benchmarks. Regarding program *pbzip2-d*, DOUBLADEC’s result of ratio $\frac{N_d}{N_a}$ is much high than AFL and DOU-AFL (3.8% vs 0.8% vs 1.2%). For the benchmark where AFL has already achieved decent result, e.g., 95.2% for *x264*, DOUBLADEC can even improve it to 96.2%.

In addition, DOU-AFL also outperforms AFL on $N_a$, $N_n$, and $\frac{N_n}{N_a}$ in most programs. Considering DOU-AFL uses two instrumentation and the fuzzing strategy from DOUBLADEC, we can conclude that our proposed schedule intervention and thread-aware instrumentation work best for seed generation.
Answer to RQ1: DOUBLADE has overwhelming advantages in increasing the number and percentages of multithreading relevant seeds for multithreaded programs. The proposed three categories of instrumentation and fuzzing strategies significantly benefit the seed generation.

4.6.4 Vulnerability Detection (RQ2)

We refer to the $N_c$, $V_m$ and $V_s$ columns to evaluate DOUBLADE’s vulnerability detection capability. Our intention is to detect more concurrency relevant vulnerabilities ($V_m$). As shown in Table 4.2, DOUBLADE detects the most crashes in all programs. In total, DOUBLADE detects 9 such vulnerabilities, while DOU-AFL and AFL only detect 5 and 4 respectively. These vulnerabilities can be further divided into three groups.

Concurrency-bug Induced Vulnerabilities ($V_{cb}$). The 4 vulnerabilities found in im-cnvt all belong to this group. The root causes are the misuses of caches shared among threads, which causes the data races. The generated seeds exhibit various symptoms such as use after free, double free, heap buffer overflow, and invalid memory read. Subsequently, the execution traces of the crashes also differ.

$V_m$ that are triggered with multi-thread only but not induced by concurrency-bugs. For instance, the crash in pbzip2-d stems from a stack overflow error in the processing of decompressing a corrupted BZip2 file. The root cause is that the call to pthread_attr_setstacksize constrains the stack size of each thread. But certain corrupted BZip2 files may use up the stack in a short time. This crash can never happen when pbzip2-d works in single-threaded mode since pbzip2-d executes another separate function when only one thread is specified. In fact, the vulnerability can only be triggered when the carefully crafted input is fed to multithreaded pbzip2-d. In our evaluation, DOUBLADE detects this crash in 3 runs (out of 4) with 5 proof-of-crash generated seeds; while AFL or DOU-AFL cannot detect it.

We speculate the reason that DOUBLADE generate more valuable seeds (totally 47) than other two fuzzers (AFL: 7; DOU-AFL: 12). To support this conjecture, we feed
both AFL and DOU-AFL the 47 DOUBLADE seeds — then both AFL and DOU-AFL are able to trigger the crash in 40 minutes.

$V_m$ **that can be triggered with single-thread.** This refers to the crashes in benchmarks `vpxdec` and `x264`. DOUBLADE detects 2 vulnerabilities in `vpxdec` while both AFL and DOU-AFL find 1. And all three fuzzers report 1 vulnerability in `x264`.

Apart from multithreading relevant vulnerabilities ($V_m$), we indeed find several vulnerabilities beyond the concurrency context of the benchmarks (named as **ST-Vul**). In column $V_s$, it is observable that all three fuzzers detect equal number of such vulnerabilities. This also implicates that fuzzing is good at finding “shallow bugs” [101] even with less coverage feedback.

The developers have confirmed all the 10 newly discovered vulnerabilities in Table 4.2 (the vulnerabilities inside `vpxdec` no longer exists in its latest version.), and 2 CVEs have been assigned.

**Answer to RQ2:** DOUBLADE can detect more vulnerabilities than state-of-the-art fuzzers. It demonstrates superiority in detecting multithreading-relevant vulnerabilities while retains equivalent capability in detecting other vulnerabilities.

### 4.6.5 Concurrency Bug Detection (RQ3)

We inspect the **C-Bug** column to assess the capability of bug detection and find that DOUBLADE reports the most number of bugs in all buggy benchmarks. Based on DOUBLADE’s seeds, ThreadSanitizer successfully detected the thread leaks in `lbzip2-c` and potential deadlocks in `pigz`. For the other projects (`gm-cnvt`, `im-cnvt`, `vpxdec` and `x264`), DOUBLADE detected more concurrency bugs – coincidentally, these are all data races.

**Case Study on gm-cnvt.** In this benchmark ThreadSanitizer detected 5, 4, and 3 data races by replaying seeds generated by DOUBLADE, DOU-AFL, and AFL, respectively. from the parallel image converting — read and write operations of a shared variable `row_count` can happen simultaneously. Compared with DOU-AFL, the “quality” of DOUBLADE seeds tend to be better. To confirm that the weight $T_{cal}$ indeed helps bug detection, we replay 2092 DOU-AFL seeds with the two strategies 1 and 2 (c.f.
We repeat each replay 6 times. When a replay process has detected all the 4 categories of “ground truth” concurrency bugs (DOUBLADE detected C-Bug on gm_cvnt in Table 4.2), we record the used time in minutes in Table 4.3.

<table>
<thead>
<tr>
<th></th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
<th>#4</th>
<th>#5</th>
<th>#6</th>
<th>Avg</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.3</td>
<td>92.1</td>
<td>21.8</td>
<td>93.7</td>
<td>101.5</td>
<td>34.7</td>
<td>66.5</td>
<td>959.2</td>
</tr>
<tr>
<td>2</td>
<td>33.4</td>
<td>52.2</td>
<td>33.5</td>
<td>37.6</td>
<td>24.7</td>
<td>23.3</td>
<td>34.1</td>
<td>91.0</td>
</tr>
</tbody>
</table>

We analyze the results in Table 4.3 as below. Compared to 1, we see that 2 reduces the average time-to-exposure from 66.5 minutes to 34.1 minutes. Moreover, 2 is more stable since the timing variance is much smaller than that of 1. This convinces us that given a set of seeds 2 indeed exposes the bugs faster and more stably. Since 2 is relevant with schedule-intervention instrumentation (§ 4.4.3) and calibration execution (§ 4.5.2), this also indicates that the strategy helps for concurrency bug identification.

We have reported the detected bugs to their project maintainers. At the time of writing, GraphicsMagick and x264 developers have confirmed the reported issues.

**Answer to RQ3:** DOUBLADE generated seeds are useful for bug detectors to detect concurrency bugs; $T_{cal}$ additionally helps reveal concurrency bugs earlier.

### 4.6.6 Discussion

Our approach to fuzzing multithreaded programs is relying on fuzzing to detect all the crashes regardless of their root causes, and then using ThreadSanitizer to run against the generated seeds to find more concurrency bugs. Here, we discuss some alternatives.

#### 4.6.6.1 Enforce single-thread run during fuzzing to detect vulnerabilities.

Indeed fuzzing single-threaded programs can reduce the non-deterministic behaviors, which probably benefits the fuzzing efficiency. However, the problem is that some programs are designed to have some threading features such as thread-pools (e.g. x265) that there is no easy way to enforce the programs to run in single-threading mode with
command line options. On the other hand, the generated seeds will be much less useful for ThreadSanitizer’s concurrency bug detection. The rationale is that the fuzzing procedure keeps seeds purely based on coverage, it may generate large numbers of seeds that are irrelevant to multithreading. Worse still, we may encounter the scenarios similar to pbzip2-d: the program runs single-threading and multithreading decompression with two separate implementations.

4.6.6.2 Integrate concurrency bug detection directly during fuzzing.

This approach seems straightforward however is not quite practical. The reason is that concurrency bug detection techniques brings considerate overhead: even the most widely used ThreadSanitizer still claims to have $5x \sim 15x$ overhead compared to the regularly compiled programs [100, 102]. On the other hand, GBFs usually generate large numbers of seeds that the bottleneck becomes the execution on the ThreadSanitizer instrumented programs. In fact, in our empirical study on lbzip2’s [103] parallel decompression functionality with AFL, after running 20 hours, a ThreadSanitizer instrumented binary had an average speed of 2.57 executions per second, with only 18 paths explored as decided by AFL; while the binary without ThreadSanitizer could run as fast as 38.9 executions per second, with more than 10000 paths explored. The worst thing is that if ThreadSanitizer does not report any bugs in one execution, it cannot in turn provide any feedback that guide the mutation or seed selection. It is however may be possible to integrate other exhaustive concurrency bug detectors such as UFO [104] to apply classifications to avoid inefficient mutations on the generated seeds.

4.7 Related Work

The work of this Chapter is relevant with the following research aspects.
4.7.1 Static Concurrency Bug Prediction

Static concurrency bug predictors aim to approximate the runtime behaviours of a concurrent program without actual execution. Several static approaches have been proposed for analyzing pthread and Java programs [94, 105–108]. LOCKSMITH [105] uses existential types to correlate locks and data in dynamic heap structures for race detection. Goblint [106] relies on a thread-modular constant propagation and points-to analysis for detecting concurrent bugs by considering conditional locking schemes. FSAM [94] proposes a sparse flow-sensitive pointer analysis for pthread C programs using context-sensitive thread interleaving analysis. D4 [107] presents a real-time concurrency bug detection approach using parallel and incremental pointer analysis. Currently DOUBLADE relies on lightweight static results to guide GBFs to perform three categories of instrumentation for efficient fuzzing. We envision that DOUBLADE can benefit more by integrating insights from these aforementioned static bug prediction techniques.

4.7.2 Dynamic Analysis on Concurrency Bugs

There also exists a large body of dynamic analyzers. Essentially these can be divided into two categories: the concurrency bug detection techniques and the strategies to trigger violation conditions that can be captured by these detection techniques.

Dynamic race detectors [102, 109–112] typically instrument target programs and monitor the memory and synchronization events [89]. The two fundamentals are \textit{happens-before model} [109] and \textit{lockset models} [110]; the former reports a race condition when two threads access a shared memory location and the accesses are causally unordered, and the latter considers a potential race if two threads access a shared memory location without locking. Modern detectors such as \texttt{ThreadSanitizer} [102], Valgrind [113] usually apply a hybrid strategy to combine these two models for accuracy and efficiency. Our work does not aim to improve the existing dynamic detection techniques. In fact, we rely on \texttt{ThreadSanitizer} to detect concurrency bugs.
The other dynamic analyses focus on how to trigger the concurrency violation conditions. These include the random testings that mimic non-deterministic program executions [114–118], the regression testing methods [119, 120] that targets interleavings from code changes, the model checking [121–124] and hybrid constraint solving [104, 125, 126] approaches that systematically checks or execute possible thread schedules, or heuristically avoid fruitless executions [127, 128]. Our work differs from all of them in the sense that our goal is to cover more execution paths by generating different seeds that exercise different paths in multithreading-relevant settings. Indeed, we also provide the schedule-intervention instrumentation. However, the main goal is to diversify the schedule introduced interleavings (i.e., transitions).

4.7.3 Dynamic Fuzzing Techniques

Many techniques are proposed to improve effectiveness of exposing vulnerabilities.

For general-purpose fuzzing [15, 17–19, 22, 37], the most common strategies are to utilize more feedbacks for execution path explorations. Steelix [22] applies a lightweight binary transformation to keep track of program states during magic byte comparisons, which helps guide where and how the mutations will be processed. Angora [19] distinguishes different calling context when calculating deputy instruction transitions and is able to keep more valuable seeds. DOUBLADE inspires from these two techniques in the sense that it aims to provide more valuable feedback for multithreading environment: the stratified coverage-oriented instrumentation on suspicious interleaving scope $L_m$ bookkeeps more transitions for multithreading part, and the thread-context instrumentation additionally differentiates execution context of various threads.

Other fuzzing techniques focus on detecting certain categories of bugs or vulnerabilities [1, 16, 21, 23, 129–131]. DOUBLADE focuses on the concurrently executed segments and aims to reveal more vulnerabilities and bugs in a multithreaded environment. Therefore, our strategies for seed selection, seed scheduling are all tuned for this purpose.

There are some fuzzing work for multithreading induced vulnerabilities. RAZZER [132] uses the deterministic thread interleaving technique implemented at
the hypervisor and generates seeds that can trigger data races in Linux kernel. This is a kernel fuzzer whose generated seeds correspond to sequences of syscalls; while DOUBLADE mutates the input file content of an application program. Liu et al \cite{DBLP:journals/corr/abs-2005-13119} is the most relevant to DOUBLADE in the sense that it is also a file fuzzer that works for multithreaded user-space programs. One major difference is their work only detects concurrency bug induced vulnerabilities. In terms of methodologies, their work relies on heavyweight static analysis from LOCKSMITH \cite{DBLP:conf/sosp/DingWYWW19} therefore it faces scalability issues. On the other hand, we propose our novel exploration-oriented instrumentation and the comprehensive strategies to generate more seeds relevant with multithreading. The approach is both scalable and effective.

4.8 Conclusion

We presented DOUBLADE, a novel technique that empowers thread-aware seed generation to GBF for fuzzing multithreaded programs. Our approach performs three categories of instrumentation guided by static analysis to explore new program paths that are relevant to thread-interleavings. Based on the additional feedback provided by these instrumentation, we apply a series of dynamic strategies optimized for exercising thread-interleaving related paths and generating multithreading relevant seeds. Experiments on 12 real-world programs demonstrate that DOUBLADE significantly outperforms the state-of-the-art grep-box fuzzer AFL in generating more valuable seeds, detecting more multithreading relevant vulnerabilities and concurrency bugs.
Chapter 5

The FOT Fuzzing Framework

5.1 Introduction and Motivation

In spite of the popularity and effectiveness of applying greybox fuzzing techniques in detecting vulnerabilities (c.f. Sec 2.1), there does not exist a general greybox fuzzing framework to reuse, integrate and evaluate fuzzing extensions as well as try new techniques. For example, AFL’s core fuzzing logic, around 8000 lines of code, all resides in one single file, with more than 100 global variables. Therefore, the integration of one new feature often involves modifications in multiple places; this changes are usually erroneous since a minor mistake may cause whole logic wrong. In reality, AFL is highly coupled as it is designed with limited options for configurations [27]. Further, most of the existing fuzzers are extensible to integrate with new features. Hence, a fuzzing framework is preferred to allow for both easy configuration and extension.

In this sense, we propose our fuzzing framework, Fuzzing Orchestration Toolkit (FOT), which has the following three properties.

(1) **Versatility.** FOT provides a fuzzing toolkit, including static analysis enhanced fuzzing preprocessors, collaborative fuzzing core, as well as a set of toolchains for additional analysis purpose.
(2) **Configurability.** FOT has built-in support for multiple configuration options, which makes it easy to tweak fuzzing parameters in order to improve the overall fuzzing effectiveness.

(3) **Extensibility.** FOT consists of the library for general-purpose fuzzing utilities, as well as the miscellaneous tools on top of it, which makes it possible for developers to customize their own fuzzers with modest efforts.

## 5.2 Architecture

This section describes the key components of FOT. Figure 5.1 depicts the overall architecture of FOT. It has three parts (labeled in pink): the *preprocessor*, the *fuzzer*, and the *complementary toolchains*. The components are labeled in *blue* while the inputs and inputs/outputs are in *grey*.

### 5.2.1 Preprocessor

This part consists of multiple tools to collect statically calculated metrics which will be encoded as instrumentation stubs inside the target programs.

#### 5.2.1.1 Static Analyzer

This includes several analyzers to extract interesting semantics from the target program, such as control flow graph generation, data flow analysis results, as well as the metric utility to fit them for instrumentation [134, 135]. It is *configurable* to generate different levels of static information. It is *extensible* as developers are allowed to add new types of static analysis as long as the generated result follows the specified format.
5.2.1.2 Instrumentor

*Binary rewriter* and *source transformer* instrument static results generated by the static analyzer into the target program for the fuzzer to collect feedback during runtime execution. FOT supports LLVM based transformation when the source code is available, and Dyninst [136] rewriting when only the binary is provided. It is *configurable* since it allows instrumentation either on source code or binary. It is *extensible* since developers
can use other instrumentors (e.g., Intel PIN [36]), as long as the instrumented code can embed the static information and provide sufficient feedback during fuzzing.

5.2.2 Fuzzer

This part deals with the actual fuzzing. Basically, the core of fuzzing is a loop that continuously picks seeds from a seed queue, applies mutations on the seeds, executes the target program against seed variants, and collects statistics for subsequent iterations.

5.2.2.1 Conductor

FOT a conductor to schedule workloads of different workers. This specifically allows for parallel fuzzing in a multithreading mode by collaborating different fuzzing instances. In addition, a monitoring worker can also be woke up regularly to retrieve seed inputs from external tools, including symbolic executors (e.g., KLEE [32]), random seed generators (e.g., Radamsa [137]), by monitoring a specific seed directory. It is configurable since end-users are allowed to choose different fuzzing modes. It is extensible since it can interoperate with other external tools.

5.2.2.2 Seed Scorer

The seed scorer is in charge of selecting a seed from the queue for mutation (seed selection) and determining how many new seeds are to be generated from the selected seed (power scheduling). It is configurable since end-users can choose builtin scoring strategies to evaluate seeds. It is extensible since developers can implement their own strategies with the provided interfaces.

5.2.2.3 Mutation Manager

The mutation manager schedules different kinds of mutators, which includes bitwise flips, bytewise flips, arithmetic operations on bytes, byte chunk addition, modification or deletion, crossover between two seeds, etc. It is configurable as FOT has various
mutators (and their combinations) for end-users to choose from. It is extensible as developers can implement their own mutators with the provided interfaces.

5.2.2.4 Program Executor

The program executor drives the execution of the target program. It is configurable since the default executor in FOT allows end-users to choose whether or not to use forkserver [27] during fuzzing. It is extensible since developers can extend the program executor for various scenarios. For example, they may add a secondary executor to execute another program for differential testing.

5.2.2.5 Feedback Collector

The feedback collector collects the runtime feedback based on the instrumented information (e.g., path coverage) as well as the program’s execution status. It is configurable as end-users are allowed to select from the builtin feedback options. For now, the feedback can be at basicblock level (same as AFL) or function level (specific to FOT). It is extensible as end-users can specify their customized types of feedback for collection.

5.2.3 Complementary Toolchains

FOT contains various complementary tools which help to make the framework versatile. For instance, we implemented a web-based frontend user interface to observe the overall results, which provides intuitive and fruitful information for manual monitoring. We also have a crash analyzer to analyze the detected crashes and automatically generate reports [138]. This greatly reduces the manual efforts of crash triaging. Many other tools are also being added to complement the fuzzer.

5.2.4 Implementation

The FOT project started from June, 2017 and has been actively developed by two researchers. It is implemented with 16000 lines of Rust for core fuzzing modules, together
with 4500 lines of C/C++ for the preprocessor, 4200 lines of Java for structure-aware mutation, and 2400 lines of Python for complementary toolchain.

5.3 Relations with Other Fuzzing Tools

Table 5.1 compares FOT with existing fuzzing frameworks with respect to 10 fuzzing features. As we can see, the existing fuzzing frameworks, AFL, libFuzzer, and honggfuzz, lack FOT’s features in various aspects. FOT stands out in the sense that it provides multiple configurations for advanced end-users; it is also highly modularized, suitable to be extended with other fuzzing techniques.

Most current fuzzing extensions can be easily integrated into FOT owing to its design. In reality, they can be applied with some extensions to the different components in Figure 5.1 and can be used together with the configuration interface.

1) HAWKEYE is implemented by applying target location specific static analysis, as well as optimizations on seed selection, power scheduling, mutations.

2) DOUBLADE is implemented by applying thread-aware static analysis and special instrumentations, as well as the optimizations on seed selection, power scheduling strategies, program executor, feedback collector, etc.

3) AFLFast [15] can be implemented by applying a Markov Chain model based seed power scheduling in the fuzzer.

4) AFLGo [16] can be implemented by a combination of static analyzer, instrumentation and power scheduling.

5) CollAFL [18] can be implemented by using a collision-resistant algorithm to increase the uniqueness of the path trace labeling during instrumentation.

6) Skyfire [21], Radamsa [137], Csmith [139] can be used to generate external seeds which will be imported, or integrated as structure-aware mutators conducted by mutation manager. Symbolic executors such as KLEE [32] can be integrated in the Driller’s [101] style with the help of conductor.
TABLE 5.1: Comparisons between fuzzing frameworks (○: not supported, ●: partially supported, ●: fully supported)

<table>
<thead>
<tr>
<th>Features</th>
<th>AFL</th>
<th>libFuzzer</th>
<th>honggfuzz</th>
<th>FOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary-Fuzzing Support</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Multi-threading Mode</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>In-memory Fuzzing</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Advanced Configuration</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Modularized Functionality</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Structure-aware Mutation</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Interoperability</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Toolchain Support</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
</tr>
<tr>
<td>Precise Crash Analysis</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Runtime Visualization</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>●</td>
</tr>
</tbody>
</table>

5.3.1 Newly Detected Vulnerabilities

FOT has been used to fuzz more than 100 widely used open source projects and it has detected more than 200 vulnerabilities, among these 51 CVE IDs have been assigned. The detailed information is available at Appendix B. Notably, FOT has detected multiple vulnerabilities with high or critical severity. For example, CVE-2019-9169 [140] stresses a vulnerability in the GNU C Library (a.k.a. glibc or libc6 on Linux distributions) through 2.29, where the function `proceed_next_node` inside POSIX regular expression (regex) component has a heap-based buffer-over-read via an attempted case-insensitive regex match. Thanks to the interoperability with the regex generators, FOT is able to generate more meaningful seeds that cover more corner cases of the regex components. According to CVSS v3.0 [141], it is scored 9.8 out of 10.0 (critical severity); according to CVSS v2.0 [142], it has a score of 7.5 (high severity). As a comparison, the notorious HeartBleed (CVE-2014-0160) is scored 5.0 medium severity according to CVSS v2.0 (no CVSS v3.0 for it). Many of other vulnerabilities discovered by FOT also have high severity, e.g., CVE-2018-15822, CVE-2018-14394, CVE-2018-14395 in FFmpeg, CVE-2018-19837, CVE-2018-19838, CVE-2018-19839, CVE-2018-20821, CVE-2018-20822 in libsass, CVE-2018-14560, CVE-2018-14561, CVE-2019-11470, CVE-2019-11472 in ImageMagick, and CVE-2019-11473, CVE-2019-11474 in GraphicsMagick. We envision that with more integrated techniques, FOT will have the capabilities to detect more vulnerabilities that are hard to be revealed by existing fuzzers.
Chapter 6

Type Checking Based Verification

6.1 Introduction and Motivation

Owing to the pervasive use of mobile applications (apps), mobile security has become increasingly important for our daily life. Among all different kinds of mobile devices, Android accounts for the majority of them. Due to this, security analysis on them has been of significant interests. There has been a quantity of analyses on Android security ([12, 143–147]) that focus on detecting potential security violations. Here we are interested in the problem of designing secure apps. In particular, we aim to provide a guarantee for information flow security in the constructed apps. Although testing approaches are widely used in detecting Android security issues such as malware analysis, it however fails to stress the “higher level” permission relevant information leakage issue. In fact, testing approaches can only detect some data leakage issues, however cannot guarantee the absence of leakage. In order to achieve this, we apply a type checking based verification approach.

6.1.1 Motivating Examples

During designing an information flow type system for Android, we encounter a common pattern of conditionals that would not be typeable using conventional type systems. Consider the pseudo-code in Listing 6.1. Such a code fragment could be part
of a phone dialer or a social network service app such as Facebook, WhatsApp, where
getContactNo provides a public interface to query the phone number associated with
a name. The (implicit) security policy in this context is that contact information (the
phone number) can only be released if the calling app has READ_CONTACT permis-
sion. The latter is enforced using the checkPermission API in Android. Suppose phone
numbers are labelled with $H$, and the empty string is labelled with $L$. If the interface is
invoked by an app that has the required permission, the phone number ($H$) is returned;
otherwise an empty string ($L$) is returned. In both cases, no data leakage happens: in the
former case, the calling app is authorized; and in the latter case, no sensitive data is ever
returned. By this informal reasoning, the function complies with the implicit security
policy and it should be safe to be called in any context, regardless of the permissions
the calling app has. However, in the traditional (non-value dependent) typing rule for
the if-then-else construct, one would assign the same security labels to both branches,
and the return value of the function would be assigned level $H$. As a result, if this func-
tion is called from an app with no permission, assigning the return value to a variable
with security labels $L$ has to be rejected by the type system even though no sensitive
information is leaked. To cater for such a scenario, we need to make the security type
of getContactNo depend on the permissions possessed by the caller.

Banerjee and Naumann [148] proposed a type system (referred to as BN system) that
incorporates permissions into function types. Their type system was designed for an
access control mechanism different from ours, but the basic principles are still appli-
cable. In BN system, a Java class may be assigned a set of permissions which need
to be explicitly enabled via an enable command for them to have any effect. We say
a permission is disabled for an class if it is not assigned to the class, or it is assigned
to the class but is not explicitly enabled. Depending on the permissions of the calling
class (corresponding to an app in the above example), a function such as getContactNo
can have a collection of types. In BN system, the types of a function take the form 
\((l_1, \ldots, l_n) \xrightarrow{P} l\) where \(l_1, \ldots, l_n\) denote security labels of the input, \(l\) denotes the 
security labels of the output and \(P\) denotes a set of permissions that are disabled by 
the caller. The idea is that permissions are guards to sensitive values. Thus conserva-
tively, one would type the return value of \(\text{getContactNo}\) as \(L\) only if one knows that the 
permission \(\text{READ\_CONTACT}\) is disabled. In BN system, \(\text{getContactNo}\) admits:

\[
\text{getContactNo} : L \xrightarrow{P} L \quad \text{getContactNo} : L \xrightarrow{\emptyset} H
\]

where \(P = \{\text{READ\_CONTACT}\}\). When typing a call to \(\text{getContactNo}\) by an app 
without permissions, the first type of \(\text{getContactNo}\) is used; otherwise the second type.

In BN system, the typing judgment is parameterized by a permission set \(Q\) con-
taining the permissions that are currently known to be disabled. The set \(Q\) may 
or may not contain all disabled permissions. Their language features a command 
\(\text{ckp}(P) \ c_1 \text{ else } c_2\)”, which means that if the permissions in the set \(P\) are all enabled, 
then the command behaves like \(c_1\); otherwise it behaves like \(c_2\). The typing rules for the 
\(\text{ckp}\) command (in a much simplified form) are:

\[
\begin{align*}
\text{(R1)} & \quad \frac{Q \cap P = \emptyset}{Q \vdash \text{ckp}(P) \ c_1 \text{ else } c_2 : t} \\
\text{(R2)} & \quad \frac{Q \cap P \neq \emptyset}{Q \vdash \text{ckp}(P) \ c_1 \text{ else } c_2 : t}
\end{align*}
\]

where \(Q\) is a set of permissions that are disabled. When \(Q \cap P \neq \emptyset\), then at least 
one of the permissions in \(P\) is disabled, thus one can determine statically that “\(\text{ckp}(P)\)” 
would fail and only the else branch would be executed at runtime. This case is reflected 
in the typing rule R2. When \(Q \cap P = \emptyset\), there can be two possible runtime scenarios. 
One scenario is that all permissions in \(P\) are enabled, so “\(\text{ckp}(P)\)” succeeds and \(c_1\) is 
extected. The other is that some permissions in \(P\) are disabled, but are not accounted 
for in \(Q\). So in this case, one cannot determine statically which branch of \(\text{ckp}\) will be 
taken at runtime. Therefore, R1 conservatively considers typing both branches.

When adapting BN system to Android, R1 is still too strong in some scenarios, 
especially when it is desired that the absence of some permissions leads to the release of 
sensitive values. Consider for example an application that provides location tracking 
information related to a certain advertising ID (Listing 6.2), where the latter provides a
unique ID for the purpose of anonymizing mobile users to be used for advertising (instead of relying on hardware device IDs such as IMEI numbers). If one can correlate an advertising ID with a unique hardware ID, it will defeat the purpose of the anonymizing service provided by the advertising ID. To prevent that, `getInfo` returns the location information for an advertising ID only if the caller does not have access to device ID. To simplify discussion, let us assume that the permissions to access IMEI and location information are denoted by $p$ and $q$, respectively. Here $id$ denotes a unique advertising ID generated and stored by the app for the purpose of anonymizing user tracking and $loc$ denotes location information. The function first checks whether the caller has access to IMEI number. If it does, and if it has access to location, then only the location information is returned. If the caller has no access to IMEI number, but can access location information, then the combination of advertising id and location $id++loc$ is returned. In all the other cases, an empty string is returned. Let us consider a lattice with four elements ordered as: $L \leq l_1, l_2 \leq H$, where $l_1$ and $l_2$ are incomparable. We specify that empty string is of type $L$, $loc$ is of type $l_1$, $id$ is of type $l_2$, and the aggregate $id++loc$ is of type $H$. Consider the case where the caller has permissions $p$ and $q$ and both are (explicitly) enabled. When applying BN system, the desired type of `getInfo` in this case is $\emptyset \rightarrow l_1$. This means that the type of $r$ has to be at most $l_1$. Since no permissions are disabled, only R1 is applicable to type this program. This, however, will force both branches of `ckp(p)` to have the same type. As a result, $r$ has to be typed as $H$ so that all four assignments in the program can be typed.

The issue with the example in Listing 6.2 is that the stated security policy is non-monotonic in the sense that an app with more permissions does not necessarily have access to information with higher level of security. The fact that BN system cannot

```
1 String getInfo() {
2     String r = "";
3     ckp(p) {
4         ckp(q) r = loc; else r = "";
5     } else {
6         ckp(q) r = id++loc; else r = "";
7     }
8     ret r;
9 }
```

**Listing 6.2:** An example about non-monotonic policy.
precisely capture non-monotonic policies appears to be a design decision: they cited in [148] the lack of motivating examples for non-monotonic policies, and suggested that to accommodate such policies one might need to consider a notion of declassification. As we have seen, however, non-monotonic policies can arise naturally in mobile apps. In a study on Android malwares [12], Enck et. al. identify several combinations of permissions that are potentially ‘dangerous’, in the sense that they allow potentially unsafe information flow. An information flow policy that requires the absence of such combinations of permissions in information release would obviously be non-monotonic. In general, non-monotonic policies can be required to solve the aggregation problem studied in the information flow theory [149], where several pieces of low security labels information may be pooled together to learn information at a higher security labels.

We therefore designed a more precise type system for information flow under an access control model inspired by Android framework. Our type system solves the problem of typing non-monotonic policies without resorting to downgrading or declassifying information. It is done technically via a merging operator on security types, to keep information related to both branches of ckp. Additionally, there is a significant difference in the permission model used in traditional type systems such as BN system, where permissions are propagated across method invocations among apps. This is due to the fact that permissions in Android are relevant only during inter-process calls, while permissions are not inherited along the call chains across apps. As we shall see in §6.2.5, this may give rise to a type of attack which we call “parameter laundering” attack if one adopts a naive typing rule for function calls. The soundness proof for our type system is significantly different from that for BN type system due to the difference in permission model and the new merging operator on types in our type system.

6.1.2 Contributions

The contributions of this chapter are threefold.

1. We develop a lightweight type system where security types are dependent on a permission-based access control mechanism, and prove its soundness in terms of
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non-interference (§6.2). A novel feature of our type system is the type merging constructor, used for typing the conditional branch for permission checking. This makes it possible to model non-monotonic information flow policies.

2. We identify a problem of explicit flow through function calls in the setting where permissions are not propagated during calls. This problem arises as a byproduct of Android’s permission model, which is significantly different from that in JVM, and adopting a standard typing rule for function calls such as the one proposed for Java in [148] would result in unsoundness. We name this the parameter laundering problem and propose a typing rule for function calls that prevents it.

3. We provide a type inference for our proposed type system, and show its decidability by reducing it to a constraint solving problem (§6.3).

6.2 A Secure Information Flow Type System

This section presents the proposed information flow type system. §6.2.1 discusses informally a permission-based access control model, which is inspired by the permission mechanism in Android. §6.2.2 and §6.2.3 give the operational semantics of a simple imperative language that includes permission checking constructs based on the abstract permission model. §6.2.4 and §6.2.5 describe our type system and prove its soundness in terms of non-interference.

6.2.1 A Model of Permission-based Access Control

Instead of taking all the language features and the library dependencies of Android apps into account, we focus on the permission model used in inter-component communications within and across apps. Such permissions are used to regulate access to protected resources, such as device id, location information, contact information, etc.

In Android, an app specifies its required permissions at installation time via a manifest file. In recent versions of Android (since Android 6.0, API level 23), some of these permissions need to be granted by users at runtime. But at no point a permission
request is allowed if it is not already specified in the manifest. For now, we assume a permission enforcement mechanism that applies to Android versions prior to version 6.0, so it does not account for permission granting at runtime. To be specific, runtime permission request requires the compatible version specified in the manifest file to be greater than or equal to API level 23, and the running OS should be at least Android 6.0 [150]. Runtime permission granting poses some problems in typing non-monotonic policies, which shall be discussed further in §7.2.

An Android app may provide services to other apps, or other components within the app itself. Such a service provider may impose permissions on other apps who want to access its services. Communication between apps is implemented through Binder IPC (inter-process communications) [151].

In our model, a program is an abstracted version of an app, and the intention is to show how one can reason about information flow in such a service provider when access control is imposed on the calling app. In the following we will not model explicitly the IPC mechanism of Android, but instead model it as a function call. Note that this abstraction is practical since it can be achieved by conventional data and control flow analyses, with the extra modeling of Android IPC specific APIs. The feasibility has been demonstrated by frameworks like FlowDroid [144], Amandroid [145], IccTA [146], etc.

One significant issue that has to be taken into account is that Android framework does not track IPC call chains between apps and permissions of an app are not propagated to the callee. That is, an app A calling another app B does not grant B the permissions which have been assigned to A. This is different from the traditional type systems such as BN where permissions can potentially propagate along the call stacks. Note however that B can potentially have more permissions than A, leading to a potential privilege escalation, a known weaknesses in Android permission system [152]. Another consequence of lacking transitivity is that in designing the type system, one must take care to avoid what we call a “parameter laundering” attack (c.f. §6.2.4).
6.2.2 A Language with Permission Checks

As mentioned earlier, we do not model directly all the language features of an Android app, but use a much simplified language to focus on the permission mechanism part. The language is a variant of the language considered in [153], extended with functions and an operator for permission checks.

We model an app as a collection of functions (services), together with a statically assigned permission set. A system, denoted by $S$, consists of a set of apps. We use capital letters $A, B, \ldots$ to denote apps. A function $f$ defined in an app $A$ is denoted by $A.f$, and may be called independently of other functions in the same app. The intention is that a function models an application component (i.e., Activity, Service, BroadcastReceiver, and ContentProvider) in Android, which may be called from within the same app or other apps.

We assume that only one function is executed at a time, so we do not model concurrent executions of apps. We think that in the Android setting, considering sequential behavior only is not overly restrictive. This is because the communication between apps are (mostly) done via IPC. Shared states between apps, which is what contributes to the difficulty in concurrency handling, is mostly absent, apart from the very limited sharing of preferences. In such a setting, each invocation of a service can be treated independently as there is usually no synchronization needed between different invocations. Additionally, we assume functions in a system are not (mutually) recursive, so there is a finite chain of function calls from any given function. The absence of recursion is not a restriction, since our functions are supposed to model communications in Android, which are rarely recursive. We denote with $P$ the finite set containing all permissions in the system. Each app is assigned a static set of permissions drawn from this set. The powerset of $P$ is written as $\mathcal{P}$.

For simplicity, we consider only programs manipulating integers, so the expressions in our language all have the integer type. Boolean values are encoded as 0 (false) and any non-zero values (true). The grammar for expressions is given below:

$$ e ::= n \mid x \mid e \circ e $$
where \( n \) denotes an integer literal, \( x \) denotes a variable, and \( \circ \) denotes a binary operation. The commands of the language are given in the following grammar:

\[
c :::= x := e \mid \text{if } e \text{ then } c \text{ else } c \mid \text{while } e \text{ do } c \mid c; c \\
| \text{letv } x = e \text{ in } c \mid x := \text{Icall } A.f(e) \mid \text{ckp}(p) \text{ else } c e
\]

The first four constructs are assignment, conditional, while-loop and sequential composition, respectively. The statement “\( \text{letv } x = e \text{ in } c \)” is a local variable declaration statement. Here \( x \) is declared and initialized to \( e \), and its scope is the command \( c \). We require that \( x \) does not occur in \( e \). The statement “\( x := \text{Icall } A.f(e) \)” denotes an assignment whose right hand side is a function call to \( A.f \). The statement “\( \text{ckp}(p) \text{ else } c_1 \text{ else } c_2 \)” checks whether the calling app has permission \( p \): if so then \( c_1 \) is executed, otherwise \( c_2 \) is executed. This is similar to the \text{test} primitive in BN system, except that we allow checking only one permission at a time. This is a not real restriction since both primitives can simulate one another.

A function declaration has the following syntax:

\[
F :::= A.f(\bar{x}) \{ \text{init } r = 0 \text{ in } c; \text{ret } r \} 
\]

where \( A.f \) is the function name, \( \bar{x} \) are function parameters, \( c \) is a command, and \( r \) is a local variable that holds the return value of the function. \( \bar{x} \) and \( r \) are bound variables with the command “\( c; \text{ret } r \)” in their scopes. We consider only \textit{closed functions}, i.e., the variables occurring in \( c \) are either introduced by \text{letv} or from the set \( \{\bar{x}, r\} \).

### 6.2.3 Operational Semantics

We assume that function definitions are stored in a table \( \mathcal{F} \) indexed by function names, and the permission sets assigned to apps are given by a table \( \Theta \) indexed by app names.

An \textit{evaluation environment} is a finite mapping from variables to values (i.e., integers in the simplified language). We denote with \( EEnv \) the set of evaluation environments. Elements of \( EEnv \) are ranged over by \( \mu \). We use the notation \( [x_1 \mapsto v_1, \cdots, x_n \mapsto v_n] \) to denote an evaluation environment mapping variable \( x_i \) to value \( v_i \); this will sometimes be abbreviated as \( [\bar{x} \mapsto \bar{v}] \). The domain of \( \mu = [x_1 \mapsto v_1, \cdots, x_n \mapsto v_n] \)
The same as the permission set of \( A \), i.e., it is the set of permissions of the app which invokes the function of \( e \). Here \( A \) refers to the app to which the command \( c \) belongs. The permission set \( P \) denotes the permission context, i.e., it is the set of permissions of the app which invokes the function of \( A \) in which the command \( c \) resides. The caller app may be \( A \) itself (in which case the permission context will be the same as the permission set of \( A \)) but more often it is another app in the system.

(i.e., \( \{ x_1, \ldots, x_n \} \)) is denoted by \( \text{dom}(\mu) \). Given two environments \( \mu_1 \) and \( \mu_2 \), we define \( \mu_1 \mu_2 \) as the environment \( \mu \) such that \( \mu(x) = \mu_2(x) \) if \( x \in \text{dom}(\mu_2) \), otherwise \( \mu(x) = \mu_1(x) \). For example, \( \mu[x \mapsto v] \) maps \( x \) to \( v \), and \( y \) to \( \mu(y) \) for any \( y \in \text{dom}(\mu) \) such that \( y \neq x \). Given a mapping \( \mu \) and a variable \( x \), we write \( \mu - x \) to denote the mapping resulting from removing \( x \) from \( \text{dom}(\mu) \).

The operational semantics for expressions and commands is given in Figure 6.1. The evaluation judgment for expressions has the form \( \mu \vdash e \leadsto v \), which states that expression \( e \) evaluates to value \( v \) when variables in \( e \) are interpreted in the evaluation environment \( \mu \). We write \( \mu \vdash \bar{e} \leadsto \bar{v} \), where \( \bar{e} = e_1, \ldots, e_n \) and \( \bar{v} = v_1, \ldots, v_n \) for some \( n \), to denote a sequence of judgments \( \mu \vdash e_1 \leadsto v_1, \ldots, \mu \vdash e_n \leadsto v_n \).

The evaluation judgment for commands takes the form \( \mu; A; P \vdash c \leadsto \mu' \) where \( \mu \) is an evaluation environment before the execution of the command \( c \), and \( \mu' \) is the evaluation environment after the execution of \( c \). Here \( A \) refers to the app to which the command \( c \) belongs. The permission set \( P \) denotes the permission context, i.e., it is the set of permissions of the app which invokes the function of \( A \) in which the command \( c \) resides. The caller app may be \( A \) itself (in which case the permission context will be the same as the permission set of \( A \)) but more often it is another app in the system.

![Figure 6.1: Evaluation rules for expressions and commands, in the presence of function definition table \( \mathcal{F}d \) and permission assignment \( \Theta \)](image)
The operational semantics of most commands are straightforward. We explain the semantics of the ckp primitive and the function call. Rules (E-CP-T) and (E-CP-F) capture the semantics of the ckp primitive. These are where the permission context \( P \) in the evaluation judgement is used. The semantics of function calls is given by (E-ICALL). Notice that \( c \) inside the body of callee is executed under the permission context \( \Theta(A) \), which is the permission set of \( A \). The permission context \( P \) in the conclusion of that rule, which denotes the permission of the app that calls \( A \), is not used in the premise. That is, the permission context of \( A \) is not inherited by the callee function \( B.f \). This reflects the way permission contexts in Android are passed on during IPCs [151,154], and is also a major difference between our permission model and that in BN type system, where permission contexts are inherited by successive function calls.

### 6.2.4 Security Types

In information flow type systems such as [153], it is common to adopt a lattice structure to encode security labels. Security types in this setting are just security levels. In our case, we generalize the security types to account for the dependency of security labels on permissions. So we shall distinguish security labels, given by a lattice structure which encodes sensitivity levels of information, and security types, which are mappings from permissions to security labels. We assume the security labels are given by a lattice \( L \), with a partial order \( \leq \). Security types are defined in the following.

**Definition 6.1.** A base security type (or base type) \( t \) is a mapping from \( \mathcal{P} \) to \( L \). We denote with \( \mathcal{T} \) the set of base types. Given two base types \( s \) and \( t \), we say \( s = t \) iff \( s(P) = t(P) \) for all \( P \in \mathcal{P} \). We define an ordering \( \leq \mathcal{T} \) on base types as follows: \( s \leq t \) iff \( \forall P \in \mathcal{P}, s(P) \leq t(P) \).

**Lemma 6.2.** \( \leq \mathcal{T} \) is a partial order relation on \( \mathcal{T} \).

**Proof.** Reflectivity \( \forall P, t(P) \leq \mathcal{S} t(P) \) therefore \( t \leq \mathcal{T} t \).

Antisymmetry \( t \leq \mathcal{T} s \land s \leq \mathcal{T} t \iff \forall P, t(P) \leq \mathcal{S} s(P) \land s(P) \leq \mathcal{S} t(P) \) therefore \( \forall P, t(P) = s(P) \), which means that \( s = t \).
Transitivity if \( r \leq_T s \) and \( s \leq_T t \), \( \forall P, r(P) \leq_{\mathcal{F}} s(P) \) and \( s(P) \leq_{\mathcal{F}} t(P) \) therefore \( r(P) \leq_{\mathcal{F}} t(P) \), which means that \( r \leq_T t \).

As we shall see, if a variable is typed by a base type, the sensitivity of its content may depend on the app’s permissions which writes to the variable. In contrast, in traditional information flow type systems, a variable annotated with a security label has a fixed sensitivity level regardless of the permissions of the app that writes to the variable.

The set of base types with the order \( \leq_T \) forms a lattice. The join and meet of the lattice are defined as follows:

**Definition 6.3.** For \( s, t \in \mathcal{T} \), \( s \sqcup t \) and \( s \sqcap t \) are defined as

\[
(s \sqcup t)(P) = s(P) \sqcup t(P), \forall P \in \mathcal{P} \\
(s \sqcap t)(P) = s(P) \sqcap t(P), \forall P \in \mathcal{P}
\]

**Lemma 6.4.** Given two base types \( s \) and \( t \), it follows that

(a) \( s \leq_T s \sqcup t \) and \( t \leq_T s \sqcup t \).

(b) \( s \sqcap t \leq_T s \) and \( s \sqcap t \leq_T t \).

**Proof.** Immediately from Definition 6.1.

**Lemma 6.5.** \( (\mathcal{T}, \leq_T) \) forms a lattice.

**Proof.** \( \forall s, t \in \mathcal{P} \), according to Lemma 6.4, \( s \sqcup t \) is their upper bound. Suppose \( r \) is another upper bound, i.e., \( s \leq_T r \) and \( t \leq_T r \), which means \( \forall P \in \mathcal{P}, (s \sqcup t)(P) = s(P) \sqcup t(P) \leq_{\mathcal{F}} r(P) \), so \( s \sqcup t \leq_T r \). Therefore \( s \sqcup t \) is the least upper bound of \( \{s, t\} \). Similarly, \( s \sqcap t \) is \( s \) and \( t \)’s greatest lower bound. This makes \( (\mathcal{T}, \leq_T) \) a lattice.

From now on, we shall drop the subscripts in \( \leq_{\mathcal{F}} \) and \( \leq_T \) when no ambiguity arises.

**Definition 6.6.** Given a security label \( l \), we define \( \hat{l} \) as: for all \( P \in \mathcal{P} \), we have \( \hat{l}(P) = l \).
Accordingly, a security label \( l \) can be lifted to the base type \( \hat{l} \) that maps all permission sets to level \( l \) itself.

**Definition 6.7.** A function type has the form \( \bar{t} \to t \), where \( \bar{t} = (t_1, \ldots, t_m) \), \( m \geq 0 \) and \( t, t_i \) are base types. The types \( \bar{t} \) are the types for the arguments of the function and \( t \) is the return type of the function.

**Lemma 6.8.** Given \( P \in \mathcal{P} \) and \( p \in P \),

(a) If \( p \in P \), then \((t \uparrow_p)(P) = t(P)\).

(b) If \( p \notin P \), then \((t \downarrow_p)(P) = t(P)\).

**Proof.** If \( p \in P \), \( P \cup \{p\} = P \), therefore \((t \uparrow_p)(P) = t(P \cup \{p\}) = t(P)\); if \( p \notin P \), \( P \setminus \{p\} = P \), therefore \((t \downarrow_p)(P) = t(P \setminus \{p\}) = t(P)\). □

**Lemma 6.9.** If \( s \leq t \), then \( s \uparrow_p \leq t \uparrow_p \) and \( s \downarrow_p \leq t \downarrow_p \).

**Proof.** For \( P \in \mathcal{P} \), since \( s \leq t \), \( s(P \cup \{p\}) \leq t(P \cup \{p\}) \) and \( s(P \setminus \{p\}) \leq t(P \setminus \{p\}) \), according to Definition 6.1 and Definition 6.10, the conclusion follows. □

In our type system, security types of expressions (commands, functions, resp.) may be altered depending on the execution context. That is, when an expression is used in a context where a permission check has been performed (either successfully or unsuccessfully), its type may be adjusted to take into account the presence or absence of the checked permission. Such an adjustment is called a promotion or a demotion.

**Definition 6.10.** Given a permission \( p \), the promotion and demotion of a base type \( t \) with respect to \( p \) are:

\[
(t \uparrow_p)(P) = t(P \cup \{p\}), \forall P \in \mathcal{P} \quad \text{(promotion)}
\]

\[
(t \downarrow_p)(P) = t(P \setminus \{p\}), \forall P \in \mathcal{P} \quad \text{(demotion)}
\]

The promotion and demotion of \( \bar{t} \to t \), where \( \bar{t} = (t_1, \ldots, t_m) \), are respectively:

\[
(\bar{t} \to t) \uparrow_p = \bar{t} \uparrow_p \to t \uparrow_p, \text{ where } \bar{t} \uparrow_p = (t_1 \uparrow_p, \ldots, t_m \uparrow_p).
\]

\[
(\bar{t} \to t) \downarrow_p = \bar{t} \downarrow_p \to t \downarrow_p, \text{ where } \bar{t} \downarrow_p = (t_1 \downarrow_p, \ldots, t_m \downarrow_p).
\]
Figure 6.2: Typing rules for expressions, commands, and functions.

### 6.2.5 Security Type System

We first define operations on security types and permissions which will be used later.

**Definition 6.11.** Given \( t \in \mathcal{T} \) and \( P \in \mathcal{P} \), the *projection* of \( t \) on a permission set \( P \) is a security type \( \pi_{P}(t) \) defined as:

\[
\pi_{P}(t)(Q) = t(P), \quad \forall Q \in \mathcal{P}.
\]

Type projection of a list of types on \( P \) is then written as

\[
\pi_{P}((t_{1}, \ldots, t_{n})) = (\pi_{P}(t_{1}), \ldots, \pi_{P}(t_{n})).
\]

**Definition 6.12.** Given a permission \( p \) and two types \( t_{1} \) and \( t_{2} \), the *merging* of \( t_{1} \) and \( t_{2} \) along \( p \), denoted as \( t_{1} \triangledown_{p} t_{2} \), is:

\[
(t_{1} \triangledown_{p} t_{2})(P) = \begin{cases} 
\pi_{P}(t_{1}) & p \in P \\
\pi_{P}(t_{2}) & \forall P \in \mathcal{P} \end{cases}
\]

A typing environment is a finite mapping from variables to base types. We use the notation \([x_{1} : t_{1}, \ldots, x_{n} : t_{n}]\) to enumerate a typing environment with domain
\{x_1, \ldots, x_n\}. Typing environments are ranged over by \(\Psi\). Given \(\Psi_1\) and \(\Psi_2\) such that \(\text{dom}(\Psi_1) \cap \text{dom}(\Psi_2) = \emptyset\), we write \(\Psi_1 \Psi_2\) to denote a typing environment that is the (disjoint) union of the mappings in \(\Psi_1\) and \(\Psi_2\).

**Definition 6.13.** Given a typing environment \(\Psi\), its promotion and demotion along \(p\) are typing environments \(\Psi \uparrow_p\) and \(\Psi \downarrow_p\), such that \((\Psi \uparrow_p)(x) = \Psi(x) \uparrow_p\) and \((\Psi \downarrow_p)(x) = \Psi(x) \downarrow_p\) for every \(x \in \text{dom}(\Psi)\). The projection of \(\Psi\) on \(P \in \mathcal{P}\) is a typing environment \(\pi_P(\Psi)\) such that \((\pi_P(\Psi))(x) = \pi_P(\Psi(x))\) for each \(x \in \text{dom}(\Psi)\).

There are three typing judgments in our type system as explained below. All these judgments are implicitly parameterized by a function type table, \(\mathcal{F}t\), which maps all function names to function types, and a mapping \(\Theta\) assigning permission sets to apps.

- **Expression typing:** \(\Psi \vdash e : t\). This says that under \(\Psi\), the expression \(e\) has a base type at most \(t\).
- **Command typing:** \(\Psi; A \vdash c : t\). It means that the command \(c\) writes to variables with type at least \(t\), when executed by app \(A\), under the typing environment \(\Psi\).
- **Function typing:** The typing judgment takes the form:

\[ \vdash B.f(\overline{x})\{\text{init } r = 0 \text{ in } \{c; \text{ret } r\}\} : \overline{t} \rightarrow t' \]

where \(\overline{x} = (x_1, \ldots, x_n)\) and \(\overline{t} = (t_1, \ldots, t_n)\) for some \(n \geq 0\). Functions are polymorphic in the permissions of the caller. Intuitively, each caller of the function above with permission set \(P\) “sees” the function as having type \(\pi_P(\overline{t}) \rightarrow \pi_P(t')\). That is, if the function is called from another app with permission \(P\), then it expects input of type up to \(\pi_P(\overline{t})\) and a return value of type at most \(\pi_P(t')\).

The typing rules are given in Figure 6.2. Most of them are common to information flow type systems [148, 153, 155] except for T-CP and T-ICALL. Note that in the subtyping rule for commands (T-SUB\(_c\)), the security type of the effect of the command can be safely downgraded, since typing for commands keeps track of a lower bound of the write effects of the command. This typing rule for command is standard, see, e.g., [153] for a more detailed discussion.
In T-CP, to type \texttt{ckp}(p) c_1 \textbf{else} c_2, we type \(c_1\) in a promoted typing environment for a successful permission check on \(p\), and \(c_2\) in a demoted typing environment for a failed permission check on \(p\). The challenge is how to combine the types of the two premises to obtain the type for the conclusion. One possibility is to force the type of the two premises and the conclusion to be identical (i.e., treat permission check the same as other if-then-else statements and apply T-IF). This, as we have seen in §6.1, leads to a loss in precision of the type for \texttt{ckp} construct. We consider a more refined merged type \(t_1 \triangledown_p t_2\) for the conclusion, where \(t_1\) \((t_2\) resp.) is the type of the left \((right\) resp.) premise. To understand the merged type, consider a scenario where the statement is executed in a context where permission \(p\) is present. The permission check succeeds and \texttt{ckp}(p) c_1 \textbf{else} c_2 is equivalent to \(c_1\). In this case, one would expect that the behavior of \texttt{ckp}(p) c_1 \textbf{else} c_2 would be equivalent to that of \(c_1\). This is in fact captured by the equation \((t_1 \triangledown_p t_2)(P) = t_1(P)\) for all \(P\) such that \(p \in P\), which holds by definition. A dual scenario arises when \(p\) is not in the permissions of the execution context.

In T-ICALL, the callee function \(B.f\) is assumed to be type checked beforehand and its type is given in the \(FT\) table. Here the function \(B.f\) is called by \(A\) so the type of \(B.f\) as seen by \(A\) should be a projection of the type given in \(FT(B.f)\) on the permissions of \(A\) (given by \(\Theta(A)\)): \(\pi_{\Theta(A)}(\overline{t}) \rightarrow \pi_{\Theta(A)}(t')\). Therefore the arguments for the function call should be typed as \(\Psi \vdash \overline{e} : \pi_{\Theta(A)}(\overline{t})\) and the return type (as viewed by \(A\)) should be dominated by the type of \(x\), i.e., \(\pi_{\Theta(A)}(t') \leq \Psi(x)\).

**Parameter laundering** It is essential that in Rule T-ICALL, the arguments \(\overline{e}\) and the return value of the function call are typed according to the projection of \(\overline{t}\) and \(t'\) on \(\Theta(A)\). If they are instead typed with \(\overline{t}\), then there is a potential implicit flow via a “parameter laundering” attack. To see why, consider the following alternative to T-ICALL:

\[
\text{T-ICALL': } \frac{\tau \vdash \overline{e} : \pi_{\Theta(A)}(\overline{t}) \quad \Psi \vdash x : \Psi(x)}{\Psi; A \vdash x := \text{Icall } B.f(\overline{e}) : \Psi(x)}
\]

Notice that the type of the argument \(\overline{e}\) must match the type of the formal parameter of the function \(B.f\). This is essentially adopted by BN system for method calls [148].

Let us consider the example in Listing 6.3. Let \(P = \{p\}\) and \(t\) be the base type \(t = \{\emptyset \mapsto L, \{p\} \mapsto H\}\), where \(L\) and \(H\) are bottom and top levels respectively. Here we assume \(P_{INFO}\) is a sensitive value of security labels \(H\) that needs to be protected,
A. \( f(x) \) \{ // A does not have permission \( p \)
\begin{verbatim}
init r = 0 in { r := call B.g(x); ret r }
\end{verbatim}
B. \( g(x) \) \{ // B does not have permission \( p \)
\begin{verbatim}
init r = 0 in {
    ckp(p) r := 0 else r := x;
    ret r
}
\end{verbatim}
C. \( \text{getsecret} \) \{ // C has permission \( p \)
\begin{verbatim}
init r = 0 in {
    ckp(p) r := P.INFO else r := 0;
    ret r
}
\end{verbatim}
M. \( \text{main} \) \{ // M has permission \( p \)
\begin{verbatim}
init r = 0 in {
    letv x_H = 0 in {
        \( x_H \) := C.getsecret(); r := call A.f(x_H));
        ret r
    }
\end{verbatim}
\}

LISTING 6.3: An example illustrating the parameter laundering issue.

so function \( \text{C.getsecret} \) is required to have type \((\) \( \rightarrow t \). That is, only apps that have the required permission \( p \) may obtain the secret value. Suppose the permissions assigned to the apps are given by: \( \Theta(A) = \Theta(B) = \emptyset, \Theta(C) = \Theta(M) = \{ p \} \).

If we were to adopt the modified T-ICALL’ instead of T-ICALL, then we can assign the following types to the above functions:

\[
FT := \begin{cases} 
A.f & \mapsto t \rightarrow \hat{L} \\
B.g & \mapsto t \rightarrow \hat{L} \\
C.getsecret & \mapsto (\) \rightarrow t \\
M.main & \mapsto (\) \rightarrow \hat{L}
\end{cases}
\]

Notice that the return type of \( M.main \) is \( \hat{L} \) despite having a return value that contains sensitive value \( P.INFO \). If we were to use T-ICALL’ in place of T-ICALL, the above functions can be typed as shown in Figure 6.3. Finally, still assuming T-ICALL’, a partial typing derivation for \( M.main \) is given in Figure 6.4.

As shown in Figure 6.3, \( B.g \) can be given type \( t \rightarrow \hat{L} \). Intuitively, it checks that
the caller has permission $p$. If it does, then $B.g$ returns 0 (non-sensitive), otherwise it returns the argument of the function (i.e., $x$). This is as expected and is sound, under the assumption that the security labels of the content of $x$ is dependent on the permissions of the caller. If the caller of $B.g$ is the original creator of the content of $x$, then the assumption is trivially satisfied. The situation gets a bit tricky when the caller simply passes on the content it receives from another app to $x$. In our example, app $A$ makes a call to $B.g$, and passes on the value of $x$ it receives. In the run where $A.f$ is called from $M.main$, the value of $x$ is actually sensitive since it requires the permission $p$ to acquire. However, when it goes through $A.f$ to $B.g$, the value of $x$ is perceived as non-sensitive by $B$, since the caller in this case ($A$) has no permissions. The use of the intermediary $A$ in this case in effect launders the permissions associated with $x$. Therefore, if the rule T-ICALL’ is used in place of T-ICALL, the call chain from $M.main$ to $A.f$ and finally to $B.g$ can all be typed. This is correct in a setting where permissions are propagated along with calling context (e.g., [148]) however it is incorrect in the Android permission model (§6.2.1). To avoid the parameter laundering problem, our approach ensures that an app may only pass an argument to another function if the app itself is authorized to access the content of the argument in the first place, as formalized in the rule T-ICALL.

\[
\begin{align*}
\text{TT-ICALL':} & \quad FT(B.g) = t \rightarrow \hat{L} \\
\text{TT-FUN:} & \quad \frac{\text{FT}(B.g) = t \rightarrow \hat{L} \quad x : t, r : L \vdash x : t \quad L \leq t}{\vdash A.f(x)\{\text{init } r = 0 \text{ in } \{r := \text{Icall } B.g(x); \text{ret } r\}\} : t \rightarrow L}
\end{align*}
\]

\[
\begin{align*}
\text{TT-CP:} & \quad \frac{x : t \uparrow_p, r : \hat{L} \uparrow_p r = 0 : \hat{L} \quad x : t \downarrow_p, r : \hat{L} \downarrow_p r = x : \hat{L}}{\vdash B.g(x)\{\text{init } r = 0 \text{ in } \{\text{ckp}(p) r := 0 \text{ else } r := x; \text{ret } r\}\} : t \rightarrow \hat{L}}
\end{align*}
\]

Note that $t \uparrow_p = \hat{H}, t \downarrow_p = \hat{L} = \downarrow L$ and $L \vdash P \hat{L} = \hat{L}$.

\[
\begin{align*}
\text{TT-CP:} & \quad \frac{r : t \uparrow_p r := \text{SECRET} : \hat{H} \quad r : t \downarrow_p r := 0 : \hat{L}}{\vdash C.getsecret()\{\text{init } r = 0 \text{ in } \{\text{ckp}(p) r := \text{SECRET else } r := 0; \text{ret } r\}\} : () \rightarrow t}
\end{align*}
\]

Note that $\hat{H} \vdash P \hat{L} = t$.

**Figure 6.3:** Typing derivations for $A.f$, $B.g$ and $C.getsecret$
T-LET

\[ r : \hat{L} \vdash 0 : t \]

\[ \Psi; M \vdash x_H := \text{Icall } C.getsecret() : \hat{L} \]

\[ \Psi; M \vdash r := \text{Icall } A.f(x_H) : \hat{L} \]

T-SEQ

\[ r : \hat{L}, x_H : t ; M \vdash r := \text{Icall } C.getsecret() ; r := \text{Icall } A.f(x_H) : \hat{L} \]

T-FUN

\[ r : \hat{L} ; M \vdash \text{letv } x_H = 0 \text{ in } \begin{cases} x_H := \text{Icall } C.getsecret() ; r := \text{Icall } A.f(x_H) : \hat{L} \\ r : \hat{L} \end{cases} \]

\[ \vdash M.\text{main}( ) \{ \text{init } r = 0 \text{ in } \}
\]

where \( \Psi = \{ r : \hat{L}, x_H : t \} \) and the second and the third leaves are derived, respectively, as follows:

T-ICALL

\[ FT(C.getsecret) = (\rightarrow t) \quad \Psi \vdash () : () \quad t \leq \Psi(x_H) = t \]

T-SUB

\[ \Psi; M \vdash x_H := \text{Icall } C.getsecret() : t \]

\[ \Psi; M \vdash r := \text{Icall } A.f(x_H) : \hat{L} \]

T-ICALL'

\[ FT(A.f) = t \rightarrow \hat{L} \quad \Psi \vdash x_H : t \quad \hat{L} \leq \Psi(x_H) = t \]

\[ \Psi; M \vdash r := \text{Icall } A.f(x_H) : \hat{L} \]

Figure 6.4: A typing derivation for M.main

With the correct typing rule for function calls, the function \( A.f \) cannot be assigned type \( t \rightarrow \hat{L} \), since that would require the instance of T-ICALL (i.e., when making the call to \( B.g \)) in this case to satisfy the constraint:

\[ x : t, r : \hat{L} \vdash x : \pi_{\Theta(A)}(t) \]

where \( \pi_{\Theta(A)}(t) = \hat{L} \), which is impossible since \( t \nleq \hat{L} \). What this means is essentially that in our type system, information received by an app \( A \) from the parameters cannot be propagated by \( A \) to another app \( B \), unless \( A \) is already authorized to access the information contained in the parameter. Note that this only restricts the propagation of such parameters to other apps; the app \( A \) can process the information internally without necessarily violating the typing constraints.

Finally, the reader may check that if we fix the type of \( B.g \) to \( t \rightarrow \hat{L} \) then \( A.f \) can only be assigned type \( \hat{L} \rightarrow \hat{L} \). In no circumstances can \( M.\text{main} \) be typed, since the statement \( x_H := C.getsecret() \) forces \( x_H \) to have type \( \hat{H} \), and thus cannot be passed to \( A.f \) as an argument.
6.2.6 Non-interference and Soundness

We first define an indistinguishability relation between evaluation environments. Such a definition typically assumes an observer who may observe values of variables at a certain security labels. In the non-dependent setting, the security labels of the observer is fixed, say at $l_O$, and valuations of variables at level $l_O$ or below are required to be identical. In our setting, the security labels of a variable in a function can vary depending on the permissions of the caller app (which may be the observer itself), so it may seem more natural to define indistinguishability in terms of the permission set assigned to the observer. However, we argue that such a definition is subsumed by the more traditional definition that is based on the security labels of the observer. Assuming that the observer app is assigned a permission set $P$, then given two variables $x : t$ and $y : t'$, the level of information that the observer can access through $x$ and $y$ is at most $t(P) \cap t'(P)$. In general the least upper bound of the security labels that an observer with permission $P$ has access to can be computed from the least upper bound of projections (along $P$) of the types of variables and the return types of functions in the system. In the following definition of indistinguishability, we simply assume that such an upper bound has been computed, and we will not refer explicitly to the permission set of the observer from which this upper bound is derived.

**Definition 6.14.** Given evaluation environments $\mu, \mu'$, a typing environment $\Psi$, a security label $l_O \in \mathcal{L}$ of the observer, the indistinguishability relation $=_{\Psi}^{l_O}$ is defined as:

$$\mu =_{\Psi}^{l_O} \mu' \iff \forall x \in \text{dom}(\Psi). \left( \Psi(x) \leq \hat{l}_O \Rightarrow \mu(x) = \mu'(x) \right)$$

where $\mu(x) = \mu'(x)$ holds iff both sides of the equation are defined and equal, or both sides are undefined.

Note that in Definition 6.14, $\mu$ and $\mu'$ may not have the same domain, but they must agree on their valuations for the variables in the domain of $\Psi$. Note also that since base types are functions from permissions to security labels, the security level $l_O$ needs to be lifted to a base type in the comparison $\Psi(x) \leq \hat{l}_O$. The latter implies that $\Psi(x)(P) \leq l_O$ (in the lattice $\mathcal{L}$) for every permission set $P$. If the base type of each variable assigns the same security labels to every permission set (i.e., the security labels is independent
of the permissions), then our notion of indistinguishability coincides with the standard
definition for the non-dependent setting.

**Lemma 6.15.** $\equiv_{\Psi}$ is an equivalence relation on $EEnv$.

**Proof.**

**Reflexivity** Obviously $\mu = \equiv_{\Psi} \mu$.

**Symmetry** Since $\forall x \in \text{dom}(\Psi). (\Psi(x) \leq \l_0 \Rightarrow \mu' = \equiv_{\Psi} \mu)$.

**Transitivity**

For any $\mu_1 = \equiv_{\Psi} \mu_2$ and $\mu_2 = \equiv_{\Psi} \mu_3$, for a given $x \in \text{dom}(\Psi)$, when $\Psi(x) \leq \l_0$, we have $\mu_1(x) = \mu_2(x)$ and $\mu_2(x) = \mu_3(x)$.

1. If $\mu_1(x) \neq \bot$, then $\mu_2(x) \neq \bot$ by the first equation, which in return requires $\mu_3(x) \neq \bot$ by the second equation; by transitivity $\mu_1(x) = \mu_3(x)$ (\neq \bot).

2. If $\mu_1(x) = \bot$, the first equation requires that $\mu_2(x) = \bot$, which makes $\mu_3(x) = \bot$, therefore both $\mu_1(x) = \mu_3(x)$ (\neq \bot).

Therefore $\mu_1(x) = \mu_3(x)$.

\[\square\]

**Lemma 6.16.** If $\mu = \equiv_{\Psi} \mu'$ then for each $P \in \mathcal{P}$, $\mu = \equiv_{\pi_{P}(\Psi)} \mu'$.

**Proof.** $\forall x \in \text{dom}(\Psi)$, we need to prove that when $\pi_{P}(\Psi)(x) \leq \l_0$ then $\mu(x) = \mu'(x)$. But $\pi_{P}(\Psi)(x) = \pi_{P}(\Psi(x)) = t(P)$, from the definition of $\mu(x) = \mu'(x)$, the conclusion holds. \[\square\]

We hereby give the definitions for well-typed property (Definition 6.17) and non-interference for the type system (Definition 6.22 and Definition 6.24), together with the final soundness conclusion (Theorem 6.25).

**Definition 6.17.** Let $S$ be a system, and let $\mathcal{F}d$, $\mathcal{F}t$ and $\Theta$ be its function declaration table, function type table, and permission assignments. We say $S$ is well-typed iff for every function $A.f$, $\vdash \mathcal{F}d(A.f) : \mathcal{F}t(A.f)$ is derivable.

Recall that we assume no (mutual) recursions, so every function call chain in a well-typed system is finite; this is formalized via the rank function below. We will use this
as a measure in our soundness proof (Lemma 6.23).

\[
\begin{align*}
\text{rank}(x := e) &= 0 \\
\text{rank}(\text{if } e \text{ then } c_1 \text{ else } c_2) &= \max(\text{rank}(c_1), \text{rank}(c_2)) \\
\text{rank}(c_1; c_2) &= \max(\text{rank}(c_1), \text{rank}(c_2)) \\
\text{rank}(\text{while } e \text{ do } c) &= \text{rank}(e) \\
\text{rank}(\text{let } x = e \text{ in } c) &= \text{rank}(c) \\
\text{rank}(x := \text{ICall } A.f(e)) &= \text{rank}(F_d(A.f)) + 1 \\
\text{rank}(\text{ckp}(p) c_1 \text{ else } c_2) &= \max(\text{rank}(c_1), \text{rank}(c_2)) \\
\text{rank}(A.f(x) \{\text{init } r = 0 \in \{c; \text{ret } r\}\}) &= \text{rank}(c)
\end{align*}
\]

The next two lemmas relate projection, promotion/demotion and indistinguishability relation.

**Lemma 6.18.** If \( p \in P \), then \( \mu = \pi_P(\Psi) \mu' \iff \mu = \pi_P(\Psi \uparrow_p) \mu' \).

**Proof.** We first note that \( \text{dom}(\pi_P(\Psi)) = \text{dom}(\pi_P(\Psi \uparrow_p)) \) since both promotion and projection do not change the domain of a typing environment. We then show below that \( \pi_P(\Psi) = \pi_P(\Psi \uparrow_p) \), from which the lemma follows immediately. Given any \( x \in \text{dom}(\pi_P(\Psi \uparrow_p)) \), for any \( Q \in \mathcal{P} \), we have

\[
\begin{align*}
\pi_P(\Psi \uparrow_p)(x)(Q) &= (\pi_P(\Psi \uparrow_p (x))(Q) \quad \text{by Def.6.13} \\
&= (\Psi \uparrow_p (x))(P) \quad \text{by Def. 6.11} \\
&= \Psi(x)(P \cup \{p\}) \quad \text{by Def. 6.10} \\
&= \Psi(x)(P) \quad \text{by assumption } p \in P \\
&= (\pi_P(\Psi(x)))(Q) \quad \text{by Def. 6.11} \\
&= \pi_P(\Psi)(x)(Q) \quad \text{by Def. 6.13}
\end{align*}
\]

Since this holds for arbitrary \( Q \), it follows that \( \pi_P(\Psi \uparrow_p) = \pi_P(\Psi) \). \( \square \)

**Lemma 6.19.** If \( p \notin P \), then \( \mu = \pi_P(\Psi) \mu' \iff \mu = \pi_P(\Psi \downarrow_p) \mu' \).

**Proof.** Similar to the proof of Lemma 6.18. \( \square \)

**Lemma 6.20.** Suppose \( \Psi \vdash e : t \). For \( P \in \mathcal{P} \), if \( t(P) \leq t_O \) and \( \mu = \pi_P(\Psi) \mu' \), \( \mu \vdash e \sim v \) and \( \mu' \vdash e \sim v' \), then \( v = v' \).

**Proof.** Consider any \( P \) which satisfies \( t(P) \leq t_O \) and \( \mu = \pi_P(\Psi) \mu' \). The proof proceeds by induction on the derivation of \( \Psi; A \vdash e : t \).
T-VAR We have $\Psi \vdash x : \Psi(x) = t$. Since $t(P) \leq l_O$ and $\mu = \pi_{\mu(P)}^{l_O} \mu'$, it is deducible that $v = \mu(x) = \mu'(x) = v'$.

T-OP We have

\[
\begin{align*}
\Psi \vdash e_1 : t & \quad \Psi \vdash e_2 : t \\
\mu \vdash e_1 \sim v_1 & \quad \mu' \vdash e_1 \sim v'_1 \\
\mu \vdash e_1 \circ e_2 \sim v_1 \circ v_2 & \quad \mu' \vdash e_1 \circ e_2 \sim v'_1 \circ v'_2
\end{align*}
\]

By induction on $e_i$, we can get $v_1 = v'_1$. Therefore $v = v'$.

T-SUB We have

\[
\begin{align*}
\Psi \vdash e : s & \quad s \leq t \\
\Psi \vdash e : t & \quad \mu \vdash e \vdash v \mu \vdash e ; A ; P \vdash c ; \mu' \\
\mu \vdash e \vdash v & \quad \mu' \vdash e \vdash v' \mu \vdash e ; A ; P \vdash c ; \mu'
\end{align*}
\]

since $s(P) \leq t(P)$ and $t(P) \leq l_O$, then $s(P) \leq l_O$ as well, thus the result follows by induction on $\Psi \vdash e : s$.

\[\square\]

Lemma 6.21. Suppose $\Psi ; A \vdash c : t$. Then for any $P \in \mathcal{P}$, if $t(P) \not\leq l_O$ and $\mu ; A ; P \vdash c \sim \mu'$, then $\mu =_{\pi_{\mu(P)}}^{l_O} \mu'$.

Proof. By induction on the derivation of $\Psi ; A \vdash c : t$, with subinduction on the derivation of $\mu ; A ; P \vdash c \sim \mu'$.

T-ASS In this case $t = \Psi(x)$ and the typing derivation has the form:

\[
\begin{align*}
\Psi \vdash e : \Psi(x) & \quad \Psi ; A \vdash x := e : \Psi(x)
\end{align*}
\]

and the evaluation under $\mu$ takes the form:

\[
\begin{align*}
\mu \vdash v & \quad \mu ; A ; P \vdash x := e \sim \mu[x \mapsto v]
\end{align*}
\]

That is, $\mu' = \mu[x \mapsto v]$. So $\mu$ and $\mu'$ differ possibly only in the mapping of $x$. Since $\Psi(x)(P) = t(P) \not\leq l_O$, that is $\pi_{\mu(P)}(x) \not\leq l_O$, the difference in the valuation of $x$ is not observable at level $l_O$. It then follows from Definition 6.14 that $\mu =_{\pi_{\mu(P)}}^{l_O} \mu'$.

T-ICALL In this case the command $c$ has the form $x := \text{Icall} B.f(\overline{e})$ and the typing derivation takes the form:

\[
\begin{align*}
\pi(B.f) = \pi \vdash s' & \quad \Psi \vdash \pi : \pi_{\Theta(A)}(\pi) \quad \pi_{\Theta(A)}(s') \leq \Psi(x) \\
\Psi ; A \vdash x := \text{Icall} B.f(\overline{e}) : \Psi(x)
\end{align*}
\]
and we have that \( t = \Psi(x) \). The evaluation under \( \mu \) is derived as follows:

\[
\begin{align*}
\frac{\mathcal{P} d(B.f) = B.f([\text{init } r = 0 \text{ in } \{c_1; \text{ret } r\}])}{\mu; A; P \vdash x := \text{icall } B.f([\pi]) \sim \mu[x \mapsto \mu_1]}\\
\mu; A \vdash e : t \\
\Rightarrow \text{init } r = 0 \text{ in } \{c_1; \text{ret } r\} : \Theta(A) \vdash c_1 \sim \mu_1
\end{align*}
\]

Since \( t(P) \not\subseteq l_O \) and \( \Psi(x) = t \), we have \( \Psi(x)(P) \not\subseteq l_O \) and therefore \( \Psi(x) \not\subseteq l_O \) and

\[
\mu = l_O \pi_p(\Psi) \mu'[x \mapsto v'] = \mu'.
\]

**T-IF** This follows straightforwardly from the induction hypothesis.

**T-WHILE** We look at the case where the condition of the while loop evaluates to true, otherwise it is trivial. In this case the typing derivation is

\[
\begin{align*}
\Psi \vdash e : t \\
\Psi; A \vdash c : t
\end{align*}
\]

and the evaluation derivation is

\[
\begin{align*}
\mu \vdash e \sim v \\
v \neq 0 \\
\mu; A; P \vdash e \sim \mu_1
\end{align*}
\]

\[
\begin{align*}
\mu_1; A; P \vdash \text{while } e \text{ do } c \sim \mu'
\end{align*}
\]

Applying the induction hypothesis (on typing derivation) and the inner induction hypothesis (on the evaluation derivation) we get \( \mu = l_O \pi_p(\Psi) \mu_1 \) and \( \mu_1 = l_O \pi_p(\Psi) \mu' \); by transitivity of \( =_{\pi_p(\Psi)} \) we get \( \mu = l_O \pi_p(\Psi) \mu' \).

**T-SEQ** This case follows from the induction hypothesis and transitivity of the indistinguishability relation.

**T-LETV** This follows from the induction hypothesis and the fact that we can choose fresh variables for local variables, and that the local variables are not visible outside the scope of letv.

**T-CP** We have:

\[
\begin{align*}
\Psi; A \vdash c_1 : t_1 \\
\Psi; A \vdash c_2 : t_2
\end{align*}
\]

\[
\Psi; A \vdash \text{ckp}(p) \ c_1 \text{ else } c_2 : t
\]

There are two possible derivations for the evaluation. In one case, we have

\[
\begin{align*}
p \in P \\
\mu; A; P \vdash c_1 \sim \mu'
\end{align*}
\]

\[
\begin{align*}
\mu; A; P \vdash \text{ckp}(p) \ c_1 \text{ else } c_2 \sim \mu'
\end{align*}
\]

Since \( t(P) \not\subseteq l_O \) and \( p \in P \), by Definition 6.12, we have \( t_1(P) \not\subseteq l_O \). By induction hypothesis, we have \( \mu = l_O \pi_p(\Psi_p) \mu' \), by Lemma 6.18, we have \( \mu = l_O \pi_p(\Psi) \mu' \).

The case where \( p \notin P \) can be handled similarly, making use of Lemma 6.19.

**T-SUB** Straightforward by induction.
Lemma 6.23. Suppose $\Psi; \Theta; A \vdash c : t$, for any $P \in \mathcal{P}$, if $\mu_1 \overset{\pi}{=} \overline{\pi}(\Psi) \mu_1'; \mu_1; A; P \vdash c \sim \mu_2$ and $\mu_1'; A; P \vdash c \sim \mu_2'$ then $\mu_2 \overset{\pi}{=} \overline{\pi}(\Psi) \mu_2'$.

Proof. The proof proceeds by induction on $\text{rank}(c)$, with subinduction on the derivations of $\Psi; \Theta; A \vdash c : t$ and $\mu_1; \Theta; P; A \vdash c \sim \mu_2$. In the following, we shall omit the superscript $l_0$ from $\overset{\pi}{=} \overline{\pi}(\Psi)$ to simplify presentation.

**T-ASS** In this case, $c \equiv x := e$ and the typing derivation takes the form:

$$
\frac{\Psi \vdash e : \Psi(x)}{\Psi; A \vdash x := e : \Psi(x)}
$$

where $t = \Psi(x)$, and suppose the two executions of $c$ are derived as follows:

$$
\frac{\mu_1 \vdash e \sim v}{\mu_1; A; P \vdash x := e \sim \mu_1[x \mapsto v_1]}
\frac{\mu_2 \vdash e \sim v'}{\mu_1'; A; P \vdash x := e \sim \mu_1'[x \mapsto v_2]}
$$

where $\mu_2 = \mu_1[x \mapsto v]$ and $\mu_2' = \mu_1'[x \mapsto v']$. Note that if $\Psi(x) \not\leq l_0$ then $\mu_2 \overset{\pi}{=} \overline{\pi}(\Psi) \mu_2'$ holds trivially by Definition 6.22. So let us assume $\Psi(x) \leq l_0$. Then applying Lemma 6.20 to $\mu_1 \vdash e \sim v$ and $\mu_1' \vdash e \sim v'$ we get $v = v'$, so it then follows that $\mu_2 = \overset{\pi}{=} \overline{\pi}(\Psi) \mu_2'$.

**T-IF** In this case $c \equiv \text{if } e \text{ then } c_1 \text{ else } c_2$ and we have

$$
\frac{\Psi \vdash e : t \quad \Psi; A \vdash c_1 : t \quad \Psi; A \vdash c_2 : t}{\Psi; A \vdash \text{if } e \text{ then } c_1 \text{ else } c_2 : t}
$$

If $t(P) \not\leq l_0$, then the lemma follows easily from Lemma 6.21. So we assume $t(P) \leq l_0$.

The evaluation derivation under $\mu_1$ takes either one of the following forms:

$$
\frac{\mu_1 \vdash e \sim v \quad v \neq 0 \quad \mu_1; A; P \vdash c_1 \sim \mu_2}{\mu_3; A; P \vdash \text{if } e \text{ then } c_1 \text{ else } c_2 \sim \mu_2}
\frac{\mu_1 \vdash e \sim v \quad v = 0 \quad \mu_1; A; P \vdash c_2 \sim \mu_2}{\mu_3; A; P \vdash \text{if } e \text{ then } c_1 \text{ else } c_2 \sim \mu_2}
$$

We consider here only the case where $v \neq 0$; the case with $v = 0$ can be dealt with similarly. We first need to show that the evaluation of $c$ under $\mu_1'$ would take the same if-branch. That is, suppose $\mu_1' \vdash e \sim v'$. Since $t(P) \leq l_0$, we can
apply Lemma 6.20 to conclude that \( v = v' \neq 0 \), hence the evaluation of \( c \) under 
\( \mu'_1 \) takes the form:

\[
\frac{\mu'_1 \vdash e \leadsto v' \quad v' \neq 0 \quad \mu'_1; A; P \vdash c_1 \leadsto \mu'_2}{\mu'_1; A; P \vdash \text{if } e \text{ then } c_1 \text{ else } c_2 \leadsto \mu'_2}
\]

The lemma then follows straightforwardly from the induction hypothesis.

**T-WHILE** \( c \equiv \text{while } e \text{ do } c_b \) and we have

\[
\frac{\Psi \vdash e : t \quad A \vdash \text{while } e \text{ do } c : t}{\Psi; A \vdash \text{while } e \text{ do } c : t}
\]

If \( t(P) \not\leq l_O \), the conclusion holds by Lemma 6.21. Otherwise, since \( \mu_1 =^{l_O}_{\pi_p(\Psi)} \mu'_1 \), by Lemma 6.20, if \( \mu_1 \vdash e \leadsto v \) and \( \mu'_1 \vdash e \leadsto v' \) then \( v = v' \). If both are 0 then the conclusion holds according to (E-WHILE-F). Otherwise, we have

\[
\frac{\mu_1 \vdash e \leadsto v \quad v \neq 0 \quad \mu_1; A; P \vdash c_b \leadsto \mu_3}{\mu_3; A; P \vdash \text{while } e \text{ do } c_b \leadsto \mu_2}
\]

Applying the induction hypothesis to \( \Psi; A \vdash \text{while } e \text{ do } c_b \leadsto \mu_3 \) and \( \mu'_1; A; P \vdash c_b \leadsto \mu'_3 \), we obtain \( \mu_3 =^{\pi_p(\Psi)} \mu'_3 \). Then applying the inner induction hypothesis to \( \mu_3; A; P \vdash \text{while } e \text{ do } c_b \leadsto \mu_2 \) and \( \mu'_3; A; P \vdash \text{while } e \text{ do } c_b \leadsto \mu'_2 \), we obtain \( \mu_2 =^{\pi(\Psi)p} \mu'_2 \).

**T-SEQ** In this case we have \( c \equiv c_1; c_2 \) and \( \Psi; A \vdash c : t \). If \( t(P) \not\leq l_O \), it is a direct conclusion from Lemma 6.21; otherwise it holds by induction on \( c_1 \) and \( c_2 \).

**T-LETV** In this case we have \( c \equiv \text{let } x = e \text{ in } c_b \). If \( t(P) \not\leq l_O \) then the lemma follows from Lemma 6.21. Otherwise, this case follows from the induction hypothesis and the fact that the mapping for the local variable \( x \) is removed in \( \mu_2 \) and \( \mu'_2 \).

**T-ICALL** In this case, \( c \) has the form \( x := \text{Icall } B.f(\pi) \). Suppose the typing derivation is the following (where we label the premises for ease of reference later): 

\[
\frac{P(B.f) = \pi \rightarrow s'}{(T_1) \Psi \vdash \pi : \pi_{\Theta(A)}(\pi) \quad (T_2) \pi_{\Theta(A)}(s') \leq \Psi(x)}{\Psi; A \vdash x := \text{Icall } B.f(\pi) ; \Psi(x)}
\]

where \( t = \Psi(x) \), and the executions under \( \mu_1 \) and \( \mu'_1 \) are derived, respectively, as follows:

\[
\frac{E_1 \mu_1 \vdash \pi \leadsto \pi \quad E_2 \left[ r \mapsto \pi_r, r \mapsto 0 \right]; B; \Theta(A) \vdash c_1 \leadsto \mu_3}{\mu_1; A; P \vdash x := \text{Icall } B.f(\pi) \leadsto \mu_1[x \mapsto \mu_3(r)]}
\]
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and

\[
\begin{align*}
(E_1') \mu_1' &\vdash \sigma \rightsquigarrow \sigma' \\
(E_2') \ [\overline{y} \mapsto \overline{v}_2, r \mapsto 0]; B; \Theta(A) &\vdash c_1 \rightsquigarrow \mu_3'
\end{align*}
\]

where \( \mathcal{F} \bar{d}(B.f) = B.f(\bar{r})\{\text{init } r = 0 \text{ in } \{c_1; \text{ret } r\}\} \), \( \mu_2 = \mu_1[x \mapsto \mu_3(r)] \) and \( \mu'_2 = \mu'_1[x \mapsto \mu'_3(r)] \).

Moreover, since we consider only well-typed systems, the function \( \mathcal{F} \bar{d}(B.f) \) is also typeable:

\[
\begin{align*}
(T_3) \ [\overline{y} : \pi, r : s]; B \vdash c_1 : s \\
\Theta \vdash B.f(\overline{y})\{\text{init } r = 0 \text{ in } \{c_1; \text{ret } r\}\} : \pi \rightarrow s'
\end{align*}
\]

First we note that if \( t(P) \not\in \ell_O \) then the result follows from Lemma 6.21. So in the following, we assume \( t(P) \leq \ell_O \). Since \( t = \Psi(x) \), it follows that \( \Psi(x)(P) \leq \ell_O \).

Let \( \Psi' = \pi_{\Theta(A)}([\overline{y} : \overline{i}, r : s]) \). We first prove several claims:

- **Claim 1:** \([\overline{y} \mapsto \overline{v}_1, r \mapsto 0] \equiv_{\Psi'} [\overline{y} \mapsto \overline{v}_2, r \mapsto 0]\).

  Proof: Let \( \rho = [\overline{y} \mapsto \overline{v}_1, r \mapsto 0] \) and \( \rho' = [\overline{y} \mapsto \overline{v}_2, r \mapsto 0] \). We only need to check that the two mappings agree on mappings of \( \overline{y} \) that are of type \( \leq \ell_O \).

  Suppose \( y_u \) is such a variable, i.e., \( \Psi'(y_u) = u \leq \ell_O \), and suppose \( \rho(y_u) = v_u \) and \( \rho'(y_u) = v'_u \) for some \( y_u \in \overline{y} \). From \((E_1)\) we have \( \mu_1 \vdash e_u \rightsquigarrow v_u \) and from \((E_2)\) we have \( \mu'_1 \vdash e_u \rightsquigarrow v'_u \), and from \((T_1)\) we have \( \Psi \vdash e_u : u \).

  Since \( u \leq \ell_O \), applying Lemma 6.20, we get \( v_u = v'_u \).

- **Claim 2:** \( \mu_3 =_{\Psi'} \mu'_3 \).

  Proof: From Claim 1, we know that

  \([\overline{y} \mapsto \overline{v}_1, r \mapsto 0] \equiv_{\Psi'} [\overline{y} \mapsto \overline{v}_2, r \mapsto 0]\).

  Since \( \text{rank}(c_1) < \text{rank}(c) \), we can apply the outer induction hypothesis to \((E_2), (E_2')\) and \((T_3)\) to obtain \( \mu_3 =_{\Psi'} \mu'_3 \).

- **Claim 3:** \( \mu_3(r) = \mu'_3(r) \).

  Proof: We first note that from \((T_2)\) and the assumption that \( \Psi(x)(P) \leq \ell_O \), we get \( (\pi_{\Theta(A)}(s'))(P) \leq \ell_O \). The latter, by Definition 6.11, implies that \( s'((\Theta(A))) \leq \ell_O \). Since \( r \in \text{dom}((\Psi')) \), it is obvious that \( \Psi' \vdash r : s', \mu_3 \vdash r \rightsquigarrow \mu_3(r) \) and \( \mu'_3 \vdash r \rightsquigarrow \mu'_3(r) \). From Claim 2 above, we have \( \mu_3 =_{\Psi'} \mu'_3 \).

  Therefore by Lemma 6.20, we have \( \mu_3(r) = \mu'_3(r) \).
The statement we are trying to prove, i.e., $\mu_2 =_{\pi_P(\Psi)} \mu'_2$, follows immediately from Claim 3 above.

**Definition 6.24.** Let $S$ be a system. A function

$$A.f(x) \{ \text{init } r = 0 \text{ in } c; \text{ret } r \}$$

in $S$ with $FT(A.f) = \overline{t} \rightarrow t'$ is non-interferent if for all $\mu_1, \mu'_1, P, v, l_0$, if the followings hold:

- $t'(P) \leq l_0$.
- $\mu_1 =_{\pi_P(\Psi)} \mu'_1$, where $\Psi = [x : T, r : t']$.
- $\mu_1; A; P \vdash c \sim \mu_2$, and $\mu'_1; A; P \vdash c \sim \mu'_2$.

then $\mu_2(r) = \mu'_2(r)$. The system $S$ is non-interferent iff all functions in $S$ are non-interferent.

**Theorem 6.25.** Well-typed systems are non-interferent.
6.3 Type Inference

This section describes a decidable inference algorithm for the language in §6.2.2\(^1\). §6.3.1 firstly rewrites the typing rules (Figure 6.2) in the form of permission trace rules (Figure 6.5), then reduces the type inference into a constraint solving problem; §6.3.2 provides procedures to solve the generated constraints.

6.3.1 Constraint Generation

6.3.1.1 Permission Tracing

In an IPC between different apps (components), there may be multiple permission checks in a calling context. Therefore, to infer a security type for an expression, a command or a function, we need to track the applications of promotions $\Psi \uparrow_p$ and demotions $\Psi \downarrow_q$ in their typing derivations. To this end, we keep the applications symbolic and collect the promotions and demotions into a sequence. In other words, we treat them as a sequence of promotions $\uparrow_p$ and demotions $\downarrow_p$ applied on a typing environment $\Psi$. For example, $(\Psi \uparrow_p) \downarrow_q$ can be viewed as an application of the sequence $\uparrow_p \downarrow_q$ on $\Psi$. The sequence of promotions and demotions is called a permission trace and denoted by $\Upsilon$. The grammar of $\Upsilon$ is:

$$\Upsilon ::= \oplus p :: \Upsilon \mid \ominus p :: \Upsilon \mid \epsilon \quad p \in P$$

and its length, denoted by $\text{len}(\Upsilon)$, is defined as:

$$\text{len}(\Upsilon) = \begin{cases} 0 & \text{if } \Upsilon = \epsilon \\ 1 + \text{len}(\Upsilon') & \text{if } \Upsilon = \ominus p :: \Upsilon', \ominus \in \{\oplus, \ominus\} \end{cases}$$

**Definition 6.26.** Given a base type $t$ and a permission trace $\Upsilon$, the application of $\Upsilon$ to $t$, denoted by $t \cdot \Upsilon$, is defined as:

$$t \cdot \Upsilon = \begin{cases} t & \text{if } \Upsilon = \epsilon \\ (t \uparrow_p) \cdot \Upsilon' & \text{if } \exists p, \Upsilon', \text{s.t. } \Upsilon = \ominus p :: \Upsilon' \\ (t \downarrow_p) \cdot \Upsilon' & \text{if } \exists p, \Upsilon', \text{s.t. } \Upsilon = \ominus p :: \Upsilon' \end{cases}$$

\(^1\)Some of the definitions and proofs are excluded from this thesis since they are conducted by one collaborator; a complete technical report can be found in [156].
We also extend the application of a permission trace $\Upsilon$ to a typing environment $\Psi$ (denoted by $\Psi \cdot \Upsilon$), such that $\forall x. (\Psi \cdot \Upsilon)(x) = \Psi(x) \cdot \Upsilon$. Based on permission traces, we give the definition of partial subtyping relation.

**Definition 6.27.** The partial subtyping relation $\leq_\Upsilon$, which is the subtyping relation applied on the permission trace, is defined as $s \leq_\Upsilon t$ iff. $s \cdot \Upsilon \leq t \cdot \Upsilon$.

The application of permission traces to types preserves the subtyping relation.

**Lemma 6.28.** $\forall s, t \in T, s \leq t \implies s \leq_\Upsilon t$ for all $\Upsilon$.

**Proof.** By induction on $\text{len}(\Upsilon)$.

- $\Upsilon = e$. Since $s \cdot \Upsilon = s$ and $t \cdot \Upsilon = t$, the conclusion holds trivially.
- $\Upsilon = \oplus p :: \Upsilon'$ or $\Upsilon = \ominus p :: \Upsilon'$. Assume it is the former case, the latter is similar. By the hypothesis and Lemma 6.9, $s \uparrow_p \leq t \uparrow_p$. Then by induction, $s \uparrow_p \cdot \Upsilon' \leq t \uparrow_p \cdot \Upsilon'$, that is, $s \cdot \Upsilon \leq t \cdot \Upsilon$.

The following four lemmas discuss the impact of permission checking order on the same or different permissions.

**Lemma 6.29.** $\forall t \in T, p,q \in P$ s.t. $p \neq q$, $t \cdot (\ominus p \oplus q) = t \cdot (\oplus q \ominus p)$, where $\ominus, \oplus, \in \{\ominus, \oplus\}$.

**Proof.** We only prove $t \cdot (\ominus p \oplus q) = t \cdot (\oplus q \ominus p)$, the other cases are similar. Consider any $P \in \mathcal{P}$,

$$t \cdot (\ominus p \oplus q)(P) = ((t \downarrow_p \uparrow_q)(P)$$
$$= (t \downarrow_p (P \cup \{q\}))$$
$$= t((P \cup \{q\}) \setminus \{p\})$$

and

$$t \cdot (\oplus q \ominus p)(P) = ((t \uparrow_q \downarrow_p)(P)$$
$$= t((P \setminus \{p\}) \cup \{q\})$$
$$= t((P \cup \{q\}) \setminus (\{p\} \setminus \{q\}))$$
$$= t((P \cup \{q\}) \setminus \{p\})$$

Therefore, $t \cdot (\ominus p \oplus q) = t \cdot (\oplus q \ominus p)$.
Lemma 6.30. \( \forall t \in T, (t \cdot \oplus p) \cdot \Upsilon = (t \cdot \Upsilon) \cdot \oplus p, \) where \( \oplus \in \{\oplus, \ominus\} \) and \( p \notin \Upsilon \).

Proof. By induction on \( \text{len}(\Upsilon) \). The conclusion holds when \( \text{len}(\Upsilon) = 0 \) and \( \text{len}(\Upsilon) = 1 \) by Lemma 6.29. Suppose \( \text{len}(\Upsilon) > 1 \), there exists \( \Upsilon' \) and \( q \) such that \( \Upsilon = \oplus q :: \Upsilon' \) where \( \oplus \in \{\oplus, \ominus\} \).

\[
(t \cdot \oplus p) \cdot \Upsilon = ((t \cdot \oplus p) \cdot \oplus q) \cdot \Upsilon' \quad \text{(by Definition 6.26)}
\]

\[
= (t \cdot (\oplus q \oplus p)) \cdot \Upsilon' \quad \text{(by Lemma 6.29)}
\]

\[
= ((t \cdot \oplus q) \cdot \oplus p) \cdot \Upsilon' \quad \text{(by Definition 6.26)}
\]

\[
= (t \cdot (\oplus q :: \Upsilon')) \cdot \oplus p \quad \text{(by Definition 6.26)}
\]

\[
= (t \cdot \Upsilon) \cdot \oplus p
\]

\[\square\]

Lemma 6.31. \( \forall t \in T, p \in P, (t \cdot \ominus p) \cdot \ominus p = t \cdot (\ominus p), \) where \( \ominus, \oplus \in \{\oplus, \ominus\} \).

Proof. By case analysis.

- \((t \cdot \oplus p) \cdot \ominus p)(P) = t(P \cup \{p\} \cup \{p\}) = t(P \cup \{p\}) = t \cdot (\oplus p)\) for each \( P \in \mathcal{P} \).
- \((t \cdot \ominus p) \cdot \oplus p)(P) = t((P \cup \{p\}) \cup \{p\}) = t(P \cup \{p\}) = t \cdot (\ominus p)\) for each \( P \in \mathcal{P} \).
- \((t \cdot \ominus p) \cdot \ominus p)(P) = t((P \cup \{p\}) \cup \{p\}) = t(P \cup \{p\}) = t \cdot (\ominus p)\) for each \( P \in \mathcal{P} \).
- \((t \cdot \oplus p) \cdot \ominus p)(P) = t((P \cup \{p\}) \cup \{p\}) = t(P \cup \{p\}) = t \cdot (\ominus p)\) for each \( P \in \mathcal{P} \).

\[\square\]

Lemma 6.32. \( \forall t \in T, (t \cdot \Upsilon) \cdot \Upsilon = t \cdot \Upsilon \).

Proof. By induction on \( \text{len}(\Upsilon) \). The conclusion holds trivially for \( \text{len}(\Upsilon) = 0 \) and for \( \text{len}(\Upsilon) = 1 \) by Lemma 6.31. When \( \text{len}(\Upsilon) > 1 \), without loss of generality, assume
\[ \Upsilon = \oplus p :: \Upsilon'. \]

\[
\begin{align*}
\text{Lemma 6.33. } \forall s, t \in T. \forall p \in P. (s \triangleright_p t) \cdot \Upsilon = (s \cdot \Upsilon) \triangleright_p (t \cdot \Upsilon), \text{ where } p \notin \Upsilon.
\end{align*}
\]

By induction on \(\text{len}(\Upsilon)\).

\(\text{len}(\Upsilon) = 0\): Trivially.

\(\text{len}(\Upsilon) > 0\): In this case we have \(\Upsilon = \Upsilon' :: \oplus q\) or \(\Upsilon' :: \ominus q\), where \(\text{len}(\Upsilon') \geq 0\), \(p \notin \Upsilon', q \neq p\). We only prove \(\Upsilon' :: \oplus q\), the other case is similar. Consider any \(P\),
we have

\[
((s \triangleright_p t) \cdot (T' :: \oplus q))(P) \\
= ((s \triangleright_p t) \cdot T')(P \cup \{q\}) \\
= ((s \cdot T') \triangleright_p (t \cdot T'))(P \cup \{q\}) \quad \text{(By induction)}
\]

\[
= \begin{cases} 
(s \cdot T')(P \cup \{q\}) & p \in P \\
(t \cdot T')(P \cup \{q\}) & p \notin P 
\end{cases}
\]

\[
= ((s \cdot (T' :: \oplus q)) \triangleright_p (t \cdot (T' :: \oplus q)))(P)
\]

\[\square\]

**Lemma 6.34.** \(\forall s, t \in T. \forall p \in P. \ s \leq t \iff s \cdot \oplus p \leq t \cdot \oplus p \) and \(s \cdot \ominus p \leq t \cdot \ominus p\).

**Proof.** \((\Rightarrow)\) by applying Lemma 6.28 with \(\Upsilon = \oplus p\) and \(\Upsilon = \ominus p\) respectively.

\((\Leftarrow)\) \(\forall P \in \mathcal{P},\)

(1) If \(p \in P\), by Lemma 6.8(a), \(s(P) = (s \uparrow_p)(P) = (s \cdot \oplus p)(P)\) and \(t(P) = (t \uparrow_p)(P) = (t \cdot \oplus p)(P)\), since \(s \cdot \oplus p \leq t \cdot \oplus p\), then \(s(P) \leq t(P)\).

(2) If \(p \notin P\), by Lemma 6.8(b), \(s(P) = (s \downarrow_p)(P) = (s \cdot \ominus p)(P)\) and \(t(P) = (t \downarrow_p)(P) = (t \cdot \ominus p)(P)\), since \(s \cdot \ominus p \leq t \cdot \ominus p\), then \(s(P) \leq t(P)\).

This indicates that \(s \leq t\). \(\square\)

### 6.3.1.2 Permission Trace Rules

We split the applications of the promotions and demotions into two parts (i.e., typing environments and permission traces), and move the subsumption rules (guarded by permission traces) for expressions and commands to where they are needed. This yields the syntax-directed typing rules, which we call the *permission trace rules* and are given in Figure 6.5. The judgments of the trace rules are similar to those of typing rules, except that each trace rule is guarded by the permission trace \(\Upsilon\) collected from the context, which keeps track of the adjustments of variables depending on the permission checks, and that the subtyping relation in the trace rules is the partial subtyping one \(\leq_{\Upsilon}\).
Lemma 6.35.  
(a) If $\Psi; \Upsilon \vdash e : t$, then $\Psi \cdot \Upsilon \vdash e : (t \cdot \Upsilon)$.
(b) If $\Psi; \Upsilon \vdash A \vdash c : t$, then $(\Psi \cdot \Upsilon) ; A \vdash c : (t \cdot \Upsilon)$.
(c) If $\vdash B.f(\pi) \{ init \ r = 0 \ in \ {c; ret \ r} \} : \top \rightarrow \top'$, then $\vdash B.f(\pi) \{ init \ r = 0 \ in \ {c; ret \ r} \} : \top \rightarrow \top'$.

Lemma 6.36.  
(a) If $\Psi \cdot \Upsilon \vdash e : t \cdot \Upsilon$, then there exists $s$ such that $\Psi; \Upsilon \vdash e : s$ and $s \leq_{\Upsilon} t$.
(b) If $(\Psi \cdot \Upsilon); A \vdash c : t \cdot \Upsilon$, then there exists $s$ such that $\Psi; \Upsilon; A \vdash c : s$ and $t \leq_{\Upsilon} s$.
(c) If $\vdash B.f(\pi) \{ init \ r = 0 \ in \ {c; ret \ r} \} : \top \rightarrow s$, then $\vdash B.f(\pi) \{ init \ r = 0 \ in \ {c; ret \ r} \} : \top \rightarrow s$.

6.3.1.3 Constraint Generation Rules

To infer types for functions in System $S$, we assign a function type $\pi \rightarrow \beta$ for each function $A.f$ whose type is unknown and a type variable $\gamma$ for each variable $x$ with unknown type respectively, where $\pi, \beta, \gamma$ are fresh type variables. Then according to permission trace rules, we try to build a derivation for each function in $S$, in which we collect the side conditions (i.e., the partial subtyping relation $\leq_{\Upsilon}$) needed by the rules. If the side conditions hold under a context, then $F_d(A.f)$ is typed by $F_t(A.f)$ under the same context for each function $A.f$ in $S$. 

**Figure 6.5**: Permission trace rules for expressions, commands, and functions
To describe the side conditions (i.e., \(\leq \gamma\)), we define the permission guarded constraints as follows:

\[
\begin{align*}
  c & ::= (\gamma, t_l \leq t_r) \\
  t_l & ::= \alpha | t_g | t_1 \sqcup t_1 | \pi_P(t_l) \\
  t_r & ::= \alpha | t_g | t_r \sqcap t_r | t_r \bowtie t_r | \pi_P(t_r)
\end{align*}
\]

where \(\gamma\) is a permission trace, \(\alpha\) is a fresh type variable and \(t_g\) is a ground type.

A type substitution is a finite mapping from type variables to security types:

\[
\theta ::= \epsilon | \alpha \mapsto t, \theta
\]

**Definition 6.37.** Given a constraint set \(C\) and a substitution \(\theta\), we say \(\theta\) is a solution to \(C\), denoted by \(\theta \models C\), iff. for each \((\gamma, t_l \leq t_r) \in C\), \(t_l \theta \leq \gamma t_r \theta \) holds.

The constraint generation rules are presented in Figure 6.6, where \(Ft\) is the extended function type table such that \(Ft\) maps all function names to function types and their corresponding constraint sets. The judgments of the constraint rules are similar to...
those of trace rules, except that each rule generates a constraint set $C$, which consists of the side conditions needed by the typing derivation of $S$. In addition, as the function call chains starting from a command are finite, the constraint generation will terminate.

The next two lemmas show the constraint rules are sound and complete with respect to permission trace rules, i.e., the constraint set generated by the derivation of an expression (command, function, resp.) under the constraint rules is solvable, if and only if an expression (command, function, resp.) is typeable under trace rules.

**Lemma 6.38.** The following statements hold:

(a) If $\Psi; \Upsilon \vdash g : e : t \leadsto C$ and $\theta \models C$, then $\Psi \theta; \Upsilon \vdash t : \theta$.

(b) If $\Psi; \Upsilon; A \vdash g : e : t \leadsto C$ and $\theta \models C$, then $\Psi \theta; \Upsilon; A \vdash t : \theta$.

(c) If $\vdash g.B.f(x)\{\text{init } r = 0 \text{ in } \{c; \text{ret } r\}\} : \pi \rightarrow \beta \leadsto C$ and $\theta \models C$, then $\vdash t.B.f(x)\{\text{init } r = 0 \text{ in } \{c; \text{ret } r\}\} : \theta(\alpha) \rightarrow \theta(\beta)$.

**Lemma 6.39.** The following statements hold:

(a) If $\Psi; \Upsilon \vdash t : e : t$ then there exist $\Psi', t', C, \theta$ s.t. $\Psi' \vdash g : e : t' \leadsto C$ and $\theta \models C$, $\Psi' \theta = \Psi$ and $t' \theta = t$.

(b) If $\Psi; \Upsilon; A \vdash t : e : t$ then there exist $\Psi', t', C, \theta$ s.t. $\Psi' \vdash g : e : t' \leadsto C$ and $\theta \models C$, $\Psi' \theta = \Psi$ and $t' \theta = t$.

(c) If $\vdash g.B.f(\pi)\{\text{init } r = 0 \text{ in } \{c; \text{ret } r\}\} : \pi \rightarrow t_r$, then there exist $\alpha, \beta, C, \theta$ s.t. $\vdash g.B.f(\pi)\{\text{init } r = 0 \text{ in } \{c; \text{ret } r\}\} : \pi \rightarrow \beta \leadsto C$, $\theta \models C$, and $(\pi \rightarrow \beta) \theta = \pi \rightarrow t_r$, where $\alpha, \beta$ are fresh type variables.

Recall the function `getInfo` in Listing 6.2 and assume that `getInfo` is defined in app $A$ (thus $A$.`getInfo`) and called by app $B$ through the function `fun` (thus $B$.`fun`). The rephrased program is shown in Listing 6.4, where $l_1, l_2$ are the types for `loc` and `id` respectively, $\Theta(B) = \{q\}$, and $l_1 \sqcup l_2 = H$.

Let us apply the constraint generation rules in Figure 6.6 on each function, yielding the constraint sets $C_A$ and $C_B$

$$C_A = \{(\oplus p \oplus q, l_1 \leq \alpha), (\oplus p \oplus q, L \leq \alpha), (\oplus p \oplus q, H \leq \alpha), (\oplus p \oplus q, L \leq \alpha)\}$$

$$C_B = \{(e, L \leq \gamma), (\oplus p, L \leq \beta), (\oplus p, \pi_{\Theta(B)}(\alpha) \leq \gamma), (e, L \leq \beta), (e, \gamma \leq \beta)\}$$
and the types \( t_A = (\rightarrow \alpha \) and \( t_B = (\rightarrow \beta \) for the functions \( \text{getInfo} \) and \( \text{fun} \) respectively. Thus, the constraint set \( C_{eg} \) for the whole program is \( C_A \cup C_B \).

### 6.3.2 Constraint Solving

We now present an algorithm for solving the constraints generated by the rules in Figure 6.6. For these constraints, both types appearing on the two sides of subtyping are guarded by the same permission trace. But during the process of solving these constraints, new constraints, whose two sides of subtyping are guarded by different traces, may be generated. Take the constraint \( (\Upsilon, \pi_P(t_l) \leq \pi_Q(\alpha)) \) for example, \( t_l \) is indeed guarded by \( P \) while \( \alpha \) is guarded by \( Q \), where \( P \) and \( Q \) are different permission sets.

So for constraint solving, we use a generalized version of the permission guarded constraints, allowing types on the two sides to be guarded by different permission traces: \( ((\Upsilon_1, t_l) \leq (\Upsilon_2, t_r)) \) where \( t_l \neq t_r \). Likewise, a solution to a generalized constraint set

\[1\] Indeed, the constraint set for \( \text{fun} \) is \( C_A \cup C_B \), but here we focus on the constraints generated by the function itself.
$C$ is a substitution $\theta$, denoted by $\theta \models C$, such that for each $((\Upsilon_l, t_l) \leq (\Upsilon_r, t_r)) \in C$, $(t_l \theta \cdot \Upsilon_l) \leq (t_r \theta \cdot \Upsilon_r)$ holds.

It is easy to transform a permission guarded constraint set $C$ into a generalized constraint set $C'$: by rewriting each $((\Upsilon, t_l) \leq t_r)$ as $((\Upsilon, t_l) \leq (\Upsilon, t_r))$. Moreover, it is trivial that $\theta \models C \iff \theta \models C'$. Therefore, we focus on solving generalized constraints in the following. For example, the constraint set $C_{eg}$ can be rewritten as

$$C_{eg} = \{((\epsilon, L) \leq (\epsilon, \gamma)), ((\oplus p, \pi_{\Theta(B)}(\alpha)) \leq (\oplus p, \gamma)), ((\oplus p, L) \leq (\oplus p, \beta)), ((\epsilon, L) \leq (\epsilon, \beta)), ((\epsilon, \gamma) \leq (\epsilon, \beta)), ((\oplus p \oplus q, L) \leq (\oplus p \oplus q, \alpha)), ((\oplus p \oplus q, H) \leq (\oplus p \oplus q, \alpha))\}
$$

Given a permission set $P$ and a permission trace $\Upsilon$, we say $P$ entails $\Upsilon$, denoted by $P \models \Upsilon$, iff. $\forall \oplus p \in \Upsilon. p \in P$ and $\forall \ominus p \in \Upsilon. p \notin P$. A permission trace $\Upsilon$ is satisfiable, denoted by $\Delta(\Upsilon)$, iff. there exists a permission set $P$ such that $P \models \Upsilon$. We write $\Upsilon_P$ for the permission trace that only $P$ can entail.

A permission trace $\Upsilon$ can be considered as a boolean logic formula on permissions, where $\oplus$ and $\ominus$ denote positive and negative respectively, and $\epsilon$ denotes $\text{True}$. In the remaining we shall use the logic connectives on permission traces freely. We also adopt the disjunctive normal form, i.e., a disjunction of conjunctive permissions, and denote it as $\text{dnf}(\cdot)$. For example, $\text{dnf}((\oplus p) \wedge \neg(\ominus q \wedge \ominus r)) = (\oplus p \wedge \ominus q) \vee (\oplus p \wedge \ominus r)$.

The constraint solving consists of three steps: 1) decompose types in constraints into ground types and type variables; 2) saturate the constraint set by the transitivity of the subtyping relation; 3) solve the final constraint set by merging the lower and upper bounds of same variables and unifying them to emit a solution.

### 6.3.2.1 Decomposition

The first step is to decompose the types into the simpler ones, i.e., type variables and ground types, according to their structures. This decomposition is defined via the function $\text{dec}$ that takes a constraint $((\Upsilon_l, t_l, \Upsilon_r, t_r)$ for short) as input and generates a constraint set or $\bot$ (denoting unsatisfiable):
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\[
\text{dec}(\langle \Upsilon_I, t_I, \Upsilon_r, t_r \rangle) = \\
\text{if } t_I \equiv t_I \cup t_r, \text{ then return } \text{dec}(\langle \Upsilon_I, t_I, \Upsilon_r, t_r \rangle) \cup \text{dec}(\langle \Upsilon_I, t_I, \Upsilon_r, t_r \rangle) \\
\text{if } t_I \equiv \pi_p(t), \text{ then return } \text{dec}(\langle \Upsilon_p, t, \Upsilon_r, t_r \rangle) \\
\text{if } t_r \equiv t_I \cap t_r, \text{ then return } \text{dec}(\langle \Upsilon_I, t_I, \Upsilon_r, t_I \rangle) \cup \text{dec}(\langle \Upsilon_I, t_I, \Upsilon_r, t_r \rangle) \\
\text{if } t_r \equiv \pi_p(t), \text{ then return } \text{dec}(\langle \Upsilon_I, t_I, \Upsilon_p, t \rangle) \\
\text{if } t_r \equiv t_I \cup p \cup t_r, \text{ return } \text{dec}(\langle \Upsilon_I :: \oplus p, t_I, \Upsilon_r :: \oplus p, t_r \rangle) \\
\cup \text{dec}(\langle \Upsilon_I :: \oplus p, t_I, \Upsilon_p, t \rangle) \\
\text{if both } t_I \text{ and } t_r \text{ are ground, return } \emptyset \text{ if } t_I \cdot \Upsilon_I \leq t_r \cdot \Upsilon_r \text{ or } \bot \text{ otherwise} \\
\text{return } \{\langle \Upsilon_I, t_I, \Upsilon_r, t_r \rangle\}
\]

After decomposition, constraints have one of the forms:

\[
\langle \Upsilon_I, \alpha \rangle \leq \langle \Upsilon_r, t_g \rangle, \langle \Upsilon_I, t_g \rangle \leq \langle \Upsilon_r, \beta \rangle, \langle \Upsilon_I, \alpha \rangle \leq \langle \Upsilon_r, \beta \rangle
\]

Considering the constraint set \(C_{eg}\), only the constraint \((\langle \ominus p, \pi_{\theta(B)}(\alpha) \rangle \leq \langle \ominus p, \gamma \rangle)\) needs to be decomposed, yielding \((\langle \ominus p \oplus q, \alpha \rangle \leq \langle \ominus p, \gamma \rangle)\).

6.3.2.2 Saturation

Considering a variable \(\alpha\), to ensure any lower bound (e.g., \(\langle \Upsilon_I, t_I \rangle \leq \langle \Upsilon_1, \alpha \rangle\)) is “smaller” than any of its upper bound (e.g., \(\langle \Upsilon_2, \alpha \rangle \leq \langle \Upsilon_r, t_r \rangle\)), we need to saturate the constraint set by adding these conditions. However, since our constraints are guarded by permission traces, we need to consider lower-upper bound relations only when the traces of the variable \(\alpha\) can be entailed by the same permission set, i.e., their intersection is satisfiable. In that case, we extend the traces of both the lower and upper bound constraints such that the traces of \(\alpha\) are the same (i.e., \(\Upsilon_1 \land \Upsilon_2\)), by adding the missing traces (i.e., \(\Upsilon_1 \land \Upsilon_2 - \Upsilon_1\) for lower bound constraint while \(\Upsilon_1 \land \Upsilon_2 - \Upsilon_2\) for the upper one, where \(\land\) denotes set difference). This is done by the function \(sat\) defined as:

\[
\text{sat}(\langle \Upsilon_I, t_I, \Upsilon_1, \alpha \rangle, \langle \Upsilon_2, \alpha, \Upsilon_r, t_r \rangle) = \\
\text{if } \Upsilon_1 \land \Upsilon_2 \text{ is satisfiable, then let } \Upsilon'_I = \Upsilon_I \land (\Upsilon_1 \land \Upsilon_2 - \Upsilon_1) \text{ and } \Upsilon'_r = \Upsilon_r \land (\Upsilon_1 \land \Upsilon_2 - \Upsilon_2) \text{ in } \\
\text{dec}((\langle \Upsilon'_I, t_I, \Upsilon'_r, t_r \rangle)) \\
\text{return } \emptyset
\]

Assume that there is an order \(<\) on type variables and the smaller variable has a higher priority. If two variables \(\alpha, \beta\) with \(O(\alpha) < O(\beta)\) (the orderings) are in the same constraint \(\beta \leq \alpha\), we consider the larger variable \(\beta\) is a bound for the smaller one \(\alpha\),
but not vice-versa. There is a special case where both variables on two sides are the same, e.g., \((\Gamma, \alpha) \leq (\Gamma', \alpha))\). In that case, we regroup all the trace of the variable \(\alpha\) as the trace set \(\{\Gamma_i \mid i \in I\}\) such that the set is full (i.e., \(\bigvee_{i \in I} \Gamma_i = \epsilon\)) and disjoint (i.e., \(\forall i, j \in I.i \neq j \Rightarrow \neg \Delta(\Gamma_i \land \Gamma_j)\)), and rewrite the constraints of \(\alpha\) w.r.t. the set \(\{\Gamma_i \mid i \in I\}\). Then we treat each \((\Gamma_i, \alpha)\) as different fresh variables \(\alpha_i\). Therefore, there are no loops like: \((\Gamma, \alpha) \leq \ldots \leq (\Gamma', \alpha)\), with the ordering.

Let us consider the constraint set \(C_{eg}\) and assume that the order on variables is \(O(\alpha) < O(\gamma) < O(\beta)\). There are four lower bounds and one upper bound for \(\alpha\). But only the lower bound \(((\ominus p \oplus q, H) \leq (\ominus p \oplus q, \alpha))\) shares the same satisfiable trace with the upper bound. So we saturate the set with the constraint \(((\ominus p \oplus q, H) \leq (\ominus p, \gamma))\).

Likewise, there are two lower bounds (one of which is newly generated) and one upper bound for \(\gamma\). Each lower bound has a satisfiable intersected trace with the upper bound, which yields the following constraints \(((\epsilon, L) \leq (\epsilon, \beta))\) and \(((\ominus p \oplus q, H) \leq (\ominus p, \beta))\) (extended by \(\ominus p\)). While there are no upper bounds for \(\beta\), so no constraints are generated. After saturation, the example set \(C_{eg}\) is

\[
\\{((\ominus p \oplus q, l_1) \leq (\ominus p \oplus q, \alpha)), ((\ominus p \oplus q, L) \leq (\ominus p \oplus q, \alpha)),
((\ominus p \oplus q, H) \leq (\ominus p \oplus q, \alpha)), ((\ominus p \oplus q, L) \leq (\ominus p \oplus q, \alpha)),
((\ominus p \oplus q, \alpha) \leq (\ominus p, \gamma)), ((\epsilon, L) \leq (\epsilon, \gamma)),
((\ominus p \oplus q, H) \leq (\ominus p, \gamma)), ((\epsilon, \gamma) \leq (\epsilon, \beta)),
((\ominus p, L) \leq (\ominus p, \beta)), ((\epsilon, L) \leq (\epsilon, \beta)), ((\ominus p \oplus q, H) \leq (\ominus p, \beta))\}
\]

**Lemma 6.40.** Given two types \(s, t\) and a permission trace \(\Upsilon\), then \(s \leq t \iff s \cdot \Upsilon \leq t \cdot \Upsilon\) and \(\forall \Upsilon' \in \text{dnf}(-\Upsilon)\). \(s \cdot \Upsilon' \leq t \cdot \Upsilon'\).

**Lemma 6.41.** If \(C \leadsto_{r} C'\), then \(C \vDash C'\) and \(C' \vDash C\), where \(r \in \{d, s, m\}\).

### 6.3.2.3 Unification

Since our constraints are guarded by permission traces, we need to consider the satisfiability of (any subset of) the permission traces of a variable \(\alpha\) under any permission set when constructing a type for it. Let us consider a variable \(\alpha\) and assume that the constraints on it to be solved are \(\{((\Upsilon_i, t_i) \leq (\Upsilon_i, \alpha))\}_{i \in I}\) (i.e., the lower bounds) and \(\{((\Upsilon_j, \alpha) \leq (\Upsilon_j, t'_j))\}_{j \in J}\) (i.e., the upper bounds). This indicates that under a permission set \(P\), \(\alpha\) can take such a type \(t\) that is bigger than \(t'_i \cdot \Upsilon_i^t\) if \(P \vDash \Upsilon_i\) and is smaller
than \( t_j \cdot \mathcal{Y}_j \) if \( P = \mathcal{Y}_j \). Consequently, \( t \) should be bigger than the union \( \bigcup_{i \in I} t_i \cdot \mathcal{Y}_i \) and smaller than the intersection \( \bigcap_{j \in J} t_j \cdot \mathcal{Y}_j \) if all the traces \( \mathcal{Y}_i \in I \) and \( \mathcal{Y}_j \in J \) are entailed by \( P \). In other words, \( \alpha \) can take any type ranging from \( \bigcup_{i \in I} t_i \cdot \mathcal{Y}_i \cdot (\mathcal{Y}_i' \land \mathcal{Y}_i') \) to \( \bigcap_{j \in J} t_j \cdot \mathcal{Y}_j \cdot (\mathcal{Y}_j' \land \mathcal{Y}_j') \) if only the intersection trace \( \bigwedge_{i \in I} t_i \cdot \mathcal{Y}_i \cdot \bigwedge_{j \in J} t_j \cdot \mathcal{Y}_j \) is satisfiable, which indicates that \( \alpha \) is equivalent to \( \bigcup_{i \in I} t_i \cdot (\mathcal{Y}_i' \land \mathcal{Y}_i') \bigcap \bigcap_{j \in J} t_j \cdot (\mathcal{Y}_j' \land \mathcal{Y}_j') \), where \( \mathcal{Y}_i' \) and \( \mathcal{Y}_j' \) are the missing traces to extend \( \mathcal{Y}_i \) and \( \mathcal{Y}_j \) to the intersection trace respectively, and \( \alpha' \) is a fresh variable. The type above is exactly what we want. We define the construction of the type above via the function \( \text{merge} \):

\[
\text{merge}(\{(\mathcal{Y}_i, l_i, \mathcal{Y}_i, \alpha)\}_{i \in I}, \{(\mathcal{Y}_j, l_j, \mathcal{Y}_j, t_j)\}_{j \in J}) = \\
\begin{align*}
\text{let } p(I', J') &= \{ \mathcal{Y} \in \text{dfs}(\bigwedge_{i \in I} \mathcal{Y}_i \land \bigwedge_{j \in J} \mathcal{Y}_j \land \bigwedge_{i \in I} \neg \mathcal{Y}_i \land \bigwedge_{j \in J} \neg \mathcal{Y}_j) \mid \Delta(\mathcal{Y}) \}\text{ in} \\
\text{let } t_{I', \mathcal{Y}} &= \bigcup_{i \in I} t_i \cdot (\mathcal{Y}_i' \land \neg \mathcal{Y}_i) \text{ in} \\
\text{let } t_{J', \mathcal{Y}} &= \bigcap_{j \in J} t_j \cdot (\mathcal{Y}_j \land \neg \mathcal{Y}_j) \text{ in} \\
\{ \mathcal{Y} \mapsto (t_{I', \mathcal{Y}} \setminus l \mathcal{Y}_i) \cap t_{J', \mathcal{Y}} \}_{I' \subseteq I, J' \subseteq J, \mathcal{Y} \in \text{dfs}(I', J')} \\
\end{align*}
\]

(with the convention \( t_\emptyset = L \) and \( t_H = H \).)

Moreover, due to the absence of loops in constraints and that the variables are in order, we can solve the constraints in reverse order on variables by unification. The unification algorithm \( \text{unify} \) is presented as follows.

\[
\text{unify}(C) = \\
\begin{align*}
\text{let } \theta &= ((\mathcal{Y}_i, t_i, \mathcal{Y}_i, t_i)) = ((\mathcal{Y}_i, t_i \theta, \mathcal{Y}_i, t_i)) \text{ in} \\
\text{select } \{(\mathcal{Y}_i, l_i, \mathcal{Y}_i, \alpha)\}_{i \in I} \text{ and } \{(\mathcal{Y}_j, l_j, \mathcal{Y}_j, t_j)\}_{j \in J} \text{ for the maximum variable } \alpha \text{ if exists, merge them as } t_{\alpha} \\
\text{let } C' \text{ be the remaining constraints in} \\
\text{let } C'' &= \text{List.map } (\text{subst } [\alpha \mapsto t_{\alpha}]) \ C' \text{ in} \\
\text{let } \theta' &= \text{unify}(C'') \text{ in } \theta'[\alpha \mapsto t_{\alpha}] \\
\text{else return } []
\end{align*}
\]

Let us consider the constraint set \( C_{eg} \) again and take the constraints on the maximum variable \( \beta \), which are the following set without any upper bounds

\[
\{((\oplus p, L) \leq (\oplus p, \beta)), ((\epsilon, L) \leq (\epsilon, \beta)), ((\oplus p \oplus q, H) \leq (\oplus p, \beta))\}
\]

By applying the function \( \text{merge} \), we construct for \( \beta \) the type \( t_{\beta} = \{\oplus p \mapsto (L \cup \beta') \cap H, \oplus p \mapsto H\} \), where only the common traces (i.e., \( \oplus p \) and \( \oplus p \)) for the subsets \( \{\epsilon, \oplus p\} \) and \( \{\epsilon, \oplus p\} \) are satisfiable, and \( \beta' \) is a fresh variable. For simplicity, we pick the least upper bound as possible when constructing types. So we take \( \{\oplus p \mapsto L, \oplus p \mapsto H\} \) as \( t_{\beta} \) instead. Next, we substitute \( t_{\beta} \) for all the occurrences of \( \beta \) in the remaining
constraints and continue with the constraints on $\gamma$ and $\alpha$. Finally, the types constructed for $\gamma$ and $\alpha$ are $t_\gamma = t_\beta$ and $t_\alpha = \{\oplus p \oplus q \mapsto l_1, \oplus p \ominus q \mapsto L, \ominus p \oplus q \mapsto H, \ominus p \ominus q \mapsto L\}$, respectively. Therefore, the types we infer for $A.getInfo$ and $B.fun$ are $(\_ \_ \_)$ $\rightarrow t_\alpha$ and $(\_ \_ \_ \_ \_ \_ \_)$ $\rightarrow t_\beta$, respectively.

**Lemma 6.42.** If $\text{unify}(C) = \theta$, then $\theta \vdash C$.

**Lemma 6.43.** If $\theta \vdash C$, then there exist $\theta'$ and $\theta''$ such that $\text{unify}(C) = \theta'$ and $\theta = \theta'\theta''$.

Let $\text{sol}$ be the function for the constraint solving algorithm, i.e., $\text{sol}(C) = \text{unify}(\text{sat}(\text{dec}(C)))$. It is provable that this algorithm is sound and complete.

**Lemma 6.44.** If $\text{sol}(C) = \theta$, then $\theta \vdash C$.

**Lemma 6.45.** If $\theta \vdash C$, then there exist $\theta'$ and $\theta''$ such that $\text{sol}(C) = \theta'$ and $\theta = \theta'\theta''$.

To conclude, an expression (command, function, resp.) is typeable, iff it is derivable under the constraint rules with a solvable constraint set by our algorithm. Therefore, our type inference system is sound and complete. Moreover, as the function call chains are finite, the constraint generation terminates with a finite constraint set, which can be solved by our algorithm in finite steps. Thus, our type inference system terminates.

**Theorem 6.46.** The type inference system is sound, complete and decidable.

### 6.4 Related Work

We discuss the related work on the type checking based verification on information flow security for the Android platform.

We have discussed extensively the work by Banerjee and Naumann [148] and highlights the major differences between my work and theirs in §6.1.

Flow-sensitive and value-dependent information flow type systems provide a general treatment of security types that may depend on other program variables or execution contexts [157–175]. Hunt and Sands [175] proposed a flow-sensitive type system where order of execution is taken into account in the analysis, and demonstrated that
the system is precise but can be simply described. Mantel et. al. [169] introduced a rely-guarantee style reasoning for information flow security in which the same variable can be assigned different security labels depending on whether some assumption is guaranteed, which is similar to our notion of permission-dependent security types. Li and Zhang [174] proposed both flow-sensitive and path-sensitive information flow analysis with program transformation techniques and dependent types. Information flow type systems that may depend on execution contexts have been considered in work on program synthesis [158] and dynamic information flow control [168]. Our permission context can be seen as a special instance of execution context, however, our intended applications and settings are different from [158, 168], and issues such as parameter laundering does not occur in their setting. Lourenço and Caires [165] provided a precise dependent type system where security labels can be indexed by data structures, which can be used to encode the dependency of security labels on other values in the system. It may be possible to encode our notion of security types as a dependent type in their setting, by treating permission sets explicitly as an additional parameter to a function or a service, and to specify security labels of the output of the function as a type dependent on that parameter. It remains unclear to us how one could give a general construction of the index types in their type system that would correspond to our security types, and how the merge operator would translate to their dependent type constructors, among other things.

Recent research on information flow has also been conducted to deal with Android security issues ([13, 143, 152, 176–179]). SCandroid [143, 179] is a tool automating security certification of Android apps that focuses on typing communication between apps. Unlike my work, they do not consider implicit flows, and do not take into account access control in their type system. Ernst et al. [13] proposed a verification model, SPARTA, for use in app stores to guarantee that apps are free of malicious information flows. Their approach requires the collaboration between software vendor and app store auditor and the additional modification of Android permission model to fit for their Information Flow Type-checker; soundness proof is also absent. My work is done in the context of providing information flow security certificates for Android apps, following the Proof-Carrying-Code architecture by Necula and Lee [180] and does not require
6.5 Conclusion

We have provided a lightweight yet precise type system featuring Android permission model that enforces secure information flow in an imperative language and proved its soundness in terms of non-interference. Compared to existing work, our type system can specify a broader range of security policies, including non-monotonic ones. We have also proposed a decidable type inference algorithm by reducing it to a constraint solving problem.
Chapter 7

Discussion and Conclusion

7.1 Discussion

It is observable that greybox fuzzing is quite effective in revealing implementation vulnerabilities caused by application crashes in a wide range of C or C++ programs. In fact, most of the binary CVEs assigned in the latest four years are found by fuzzers. In particular, FOT and its extensions HAWKEYE and DOUBLADE have been able to discover more than 200 security bugs (c.f., Appendix B), among these 51 CVE IDs have been assigned. Despite that, it is worth noting that fuzzing itself almost only detects implementation relevant vulnerabilities caused by crashes which is rather specific to the applied program languages. Indeed, with some argumentation, fuzzing is able to detect certain logic errors by applying some differential fuzzing techniques [38]. However, the determination of the vulnerabilities still relies on the observations of crash behaviors that may or may not be artificially instrumented. As a result, fuzzing only copes with the very concrete issues occur in certain software. Moreover, Fuzzing cannot guarantee that the underlying programs are free of bugs as it essentially knows nothing about the actual coverage.

Quite the contrary, verification usually relies on top-down modeling of the vulnerability behaviors and rigor proofs. The merits are that verification guarantees that certain security property holds under all circumstances, and are not restricted specific software. However, the problem of verification is that the precondition required for proving is
usually quite strict, greatly reducing the practicality of the approach. With the increasing complexity of the software, it is typically impractical to apply the verification by considering all the security-relevant properties. Fortunately, it is possible to abstract the interested these properties with the assistance of some manual efforts.

In this sense, I believe that there is no silver bullet: neither of testing or verification is perfect in securing the software systems. It is however possible to combine them by utilizing their strong points and mitigating their weaknesses.

### 7.2 Conclusion

Testing and verification are two effective solutions to securing the software systems. In this thesis, we applied the greybox fuzz testing on the programs that may suffer from low level implementation vulnerabilities. To fulfill this, we implemented our fuzzing framework, FOT, which features configurability and extensibility to cater for various fuzzing scenarios. Based on FOT, we proposed two extensions that particularly handle two fuzzing scenarios: we applied HAWKEYE to handle the directedness guidance during fuzzing, and DOUBLADE to improve the efficiency of fuzzing on multi-threaded programs. Additionally, we applied the security type system verification to enforce the non-interference property in the Android like systems, which guarantees that the underlying system is free of information leakage as long as it can be well-typed. Undoubtedly, both of these two approaches have their own limitations, but they are complementary to each other in the sense that they safeguard the underlying systems with multiple levels of security requirements. In the future, we plan to integrate them to provide a comprehensive solution that can be used to reveal different aspects of vulnerabilities.
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## Appendix B

### List of Discovered Bugs

<table>
<thead>
<tr>
<th>Projects</th>
<th>Selected Discovered Bugs/Vulnerabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>binaryen</td>
<td>17 bugs</td>
</tr>
<tr>
<td>Cling</td>
<td>2 bugs</td>
</tr>
<tr>
<td>FLIF</td>
<td>2 bugs</td>
</tr>
<tr>
<td>GNU bc</td>
<td>18 bugs</td>
</tr>
<tr>
<td>GNU Binutils</td>
<td>CVE-2019-11473, CVE-2018-17794</td>
</tr>
<tr>
<td>GNU diffutils</td>
<td>2 bugs</td>
</tr>
<tr>
<td>GNU grep</td>
<td>1 bug</td>
</tr>
<tr>
<td>GNU sed</td>
<td>2 bugs</td>
</tr>
<tr>
<td>GraphicsMagick</td>
<td>1 performance issue, CVE-2019-11474</td>
</tr>
<tr>
<td>GPAC</td>
<td>15 bugs</td>
</tr>
<tr>
<td>JSMN</td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>Intel XED</strong></td>
<td>2 categories of bugs</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------</td>
</tr>
<tr>
<td><strong>libheif</strong></td>
<td>CVE-2019-11471</td>
</tr>
<tr>
<td><strong>libjpeg-turbo</strong></td>
<td>CVE-2018-14498</td>
</tr>
<tr>
<td><strong>libtoml</strong></td>
<td>6 bugs</td>
</tr>
<tr>
<td><strong>lepton</strong></td>
<td>4 bugs, CVE-2018-20819, CVE-2018-20820</td>
</tr>
<tr>
<td><strong>liblnk</strong></td>
<td>19 bugs</td>
</tr>
<tr>
<td><strong>liblouis</strong></td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>libmobi</strong></td>
<td>4 bugs</td>
</tr>
<tr>
<td><strong>libpff</strong></td>
<td>3 bugs</td>
</tr>
<tr>
<td><strong>libsixel</strong></td>
<td>5 crashes and 1 performance issue</td>
</tr>
<tr>
<td><strong>libvips</strong></td>
<td>11 bugs</td>
</tr>
<tr>
<td><strong>libvpx</strong></td>
<td>CVE-2019-11475</td>
</tr>
<tr>
<td><strong>MJS</strong></td>
<td>33 bugs</td>
</tr>
<tr>
<td><strong>mozjpeg</strong></td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>mxml</strong></td>
<td>CVE-2018-20592, CVE-2018-20593</td>
</tr>
<tr>
<td><strong>openh264</strong></td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>poppler</strong></td>
<td>CVE-2018-20662</td>
</tr>
<tr>
<td><strong>solidity</strong></td>
<td>2 crashes and 1 performance issue</td>
</tr>
<tr>
<td><strong>Swift</strong></td>
<td>6 bugs (SR-8467, SR-8468, SR-8476, SR-8483, SR-8576, SR-8577)</td>
</tr>
<tr>
<td><strong>tinyexr</strong></td>
<td>6 bugs</td>
</tr>
<tr>
<td><strong>WAVM</strong></td>
<td>2 bugs (CVE-2018-17292, CVE-2018-17293)</td>
</tr>
<tr>
<td><strong>WavPack</strong></td>
<td>CVE-2018-19840, CVE-2018-19841</td>
</tr>
<tr>
<td><strong>WebM</strong></td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>xdrpp</strong></td>
<td>1 bug</td>
</tr>
<tr>
<td><strong>yaml-cpp</strong></td>
<td>2 bugs</td>
</tr>
</tbody>
</table>
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