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Some Definitions:
ALT Association for Linguistic Typology (语言类型学协会)
LingTyp Listserv list for the ALT (语言类型学协会电邮讨论网)
Descriptive categories used for describing the phenomena of individual languages (描写个别语言的时候用的形态句法范畴)
Comparative categories/concepts used for comparing languages (比较不同语言的时候用的语义或者语义 / 形态句法范畴 / 概念)

Background:
For some time in the field of typology there has been debate about the nature of the categories or concepts used in typological comparison and the difference between these categories or concepts and descriptive categories (the categories used in describing individual languages).

In early 2016 a debate raged on LingTyp on this topic, and this resulted in a special issue of the journal Linguistic Typology (20.2) on this topic with position papers written by the members who had participated in the online debate in response to a series of questions from the Editor of Linguistic Typology, published at the end of the year. I would like to present an insight that came out of that debate and a following one, and discuss its implications.

and in the LingTyp archives at http://listserv.linguistlist.org/pipermail/lingtyp/2016-January/thread.html under the heading “Structural congruence as a dimension of language complexity/simplicity”.

The published position papers can be downloaded from the publisher’s site or from https://www.dropbox.com/sh/mg676e5bfm9mfsy/AACfhs97ZQ1Bp9Ep1RiIXFLya?dl=0

The issues:
The discussion of comparative categories began with criticisms from Jan Rijkhoff and myself about methodology in word order studies, particularly the confusion of functional/semantic and formal categories, and not addressing them both (distinguishing them) in doing comparative work (18 Jan 2016).

• Matthew Dryer (19 Jan) replied that he spent years studying the interaction of semantic and formal categories, and “[t]he result is that while the syntactic realization sometimes makes a small difference, it is overall irrelevant: by and large, generalizations over semantic categories apply the same, regardless of the syntactic realization.”

• Dan Everett (19 Jan) then said, “One of the biggest problems in this regard that I have noticed is in grammars of individual languages. Fieldworkers sometimes confuse semantic and formal categories in the grammars, classifying as a syntactic structure a semantic category.”

• I then replied (19 Jan): “Dan’s point is very important. For example, most people describing languages do not know how to distinguish agents, topics, and syntactic pivots (“subject”), and just call anything that occurs initially as “subject”. Sometimes even when the linguist is clear on the difference, they still use the word “subject”. E.g. Y. R. Chao, in his grammar of spoken Chinese, clearly stated there is nothing like what is referred to as “subject” in English, as all clauses are simply topic-comment, but he still used the term “subject” for what he said was purely a topic. This has confused generations of linguists, and they call Chinese SVO, which not only implies that Chinese has such categories, but also that these categories either determine or are determined by word order. See the following paper arguing against the use of such shortcuts, and arguing for more careful determination of the factors determining word order in a language:


www.ntu.edu.sg/home/randylapolla/Papers/LaPolla_and_Poa_2006_On_Describing_Word_Order.pdf

• Matthew then replied, “Randy says that calling Chinese SVO implies that Chinese has such categories. I am surprised that he would say that. I would have thought it was obvious that classifying languages typologically does not entail that the terms employed in the typological classification correspond to categories in the language. Nor does it mean that these categories determine or are determined by word order. I have certainly made that clear in my work that classifying a language as SVO makes no claim about the categories in the language, nor that these categories determine word order even if the language has such categories.”

• I then replied (19 Jan): “Hi Matthew, Are you kidding me? Do you really think that when people read a characterisation of word order in a language which says the language is Subject-Verb-Object that readers are not going to assume that the language not only has those categories, but that they must be significant in the determination of the word order (or vice versa) for such a characterisation to be used? Why else would anyone use such a characterisation? And if it doesn’t imply the existence of these syntactic categories or their
relation to word order, why use such a characterisation? . . . You are saying the categorical labels you use in your typological classifications have no relation to the actual typological facts of the language. So, for example, we apply the category label “subject” to a language, even though we know it doesn’t have anything like a subject. Do you really want to say that? My own view has always been to stick with the actual facts of the languages. I don’t know what use a typological classification that was not based on the facts of the languages would have.”

- Matthew then replied (19 Jan – partial): “As I argued in Dryer (1989), languages in which word order does not code grammatical relations and in which the word order is not based on grammatical relations but in which VO word order is more common tend to have word order properties associated with VO word order, like prepositions, while analogous languages in which OV word order is more common tend to have word order properties associated with OV word order, like postpositions. What this means is that the GRAMMARS of what I classify as VO languages have nothing in common. It is only the languages that have something in common at the level of usage.”

- I then replied (19 Jan – partial): “In terms of the correlations you talk about among languages that manifest what is (from my view problematically) subsumed under the VO or SVO rubric, my view is that we should look for the reasons why, in terms of information structure, structural pivots, historical development, or whatever, the languages manifest the particular patterns they do. Simply lumping them together under a single rubric does nothing but categorise them, and doesn’t explain anything.”

- Matthew then further explained (20 Jan – partial, two different posts): “... since the number of possible types is presumably infinite, typology necessarily lumps together languages which are some level are clearly different. Even if I lump together types of languages which differ in some crucial way in their grammatical system, I feel obligated to justify grouping them together. That is the basis for my grouping together languages in which there is a grammatical rule that defines the language as what I would call SVO and languages where there are no syntactic rules governing clause word order, but where the pragmatic factors governing word order and the frequency in discourse in which those different pragmatic factors arise result in more frequent SVO order at the level of frequency in usage.”

“The class of languages I treat as SVO is defined roughly as those languages where the statistically dominant order in usage is AVP. There is nothing that the grammars of this set of languages share: these languages resemble each other only at the level of usage, not at the level of grammar.”

- Bill Croft then came back to the original issue (21 Jan – partial): “Dan commented that the use of terms in grammatical description is not always clear, in particular that grammatical and functional categories are confused. This is a major and serious problem. Related to it is that (hybrid) comparative concepts are confused with language-specific concepts, or are poorly defined - - this is the sense in which someone uses the term "adjective" or "ergative", or more typically argues that a language does not have "adjectives" or is not "ergative", in some crosslinguistic sense. As David Beck notes,
this is usually a pointless or meaningless exercise . . . People very commonly interpret typologists' talk of comparative concepts as language-specific grammatical categories or word classes . . .

Matthew takes the view that "grammar" and "usage" are completely separate . . . and appears to say that "grammar" forms a "system" (in the structuralist sense?) that has nothing to do with crosslinguistic categories that typologists use to formulate language universals about things like word order or the past perfective. I disagree with those assumptions about what I would call a grammar, that is, what a speaker knows about her language (hence the scare quotes in the preceding paragraph). The crosslinguistic diversity of grammatical behavior that led typologists to conclude that grammatical categories are language-specific is mirrored by the diversity of grammatical behavior of words and phrases across constructions that leads to the conclusion that categories are not just language specific but construction-specific (Croft 2001 etc.). The same patterns that in one language are (or seem to be) categorical distinctions are found in other languages as token frequency differences; . . . These observations break down the barrier between "grammar" and "usage", and also mean that language-specific categories are not fundamental building blocks of grammatical description but one side of a rich and complex relationship between constructions and the units that fill the roles in the constructions.”

• Peter Arkadiev then replied (21 Jan): “. . . in my view (shared by many, I dare say), if a language has OV as only the most frequent pattern in usage, with some alternative orders as subsidiary patterns, this is certainly a fact about that language's grammar, and this fact has to be reflected not only in the grammatical description of this language, but in the typological classification thereof, as well. At least under certain granularity of typology, as allowed by our comparative concepts. Otherwise we might miss something very important.”

• Martin Haspelmath then echoed Matthew Dryer's position in saying (23 Jan), “if grammars are analogous to genomes, the totality of our linguistic behaviour (within a speech community) is analogous to phenotypes. I would say that typologists generalize over these phenotypes – compare Matthew's point that usage frequencies also play an important role for word order typology.”

Summary of debate:

It became clear that we all agree that language description should be inductive and based on the facts of the language, and that there are no cross-linguistic formal categories (see e.g., Dryer 1997, 2016; Haspelmath 2007, 2010b, 2017), and that language-specific descriptive categories used in describing a language are unique to that language, and that comparative categories are abstractions away from the actual details of the language-specific categories, but where we differ is in how far the abstractions can go from the actual facts of the language, and exactly what are “the facts of the language”. The reason for this is that Dryer and Haspelmath argue that there is a difference between the grammar of a language and the usage manifested in the texts of the language, essentially the Structuralist distinction between langue/competence/grammar vs. parole/performance/usage, and argue that typology is based
on parole/performanc Usage, and not langue/competence/grammar. Jan Rijkhoff, Peter Arkadiev, Bill Croft, and I independently argued that the usage is the facts of the language, and is the grammar of the language, and so there is no disconnect, and so there is no justification for ignoring the reasons for the patterns being the way they are.

My reaction:

In my paper for the Linguistic Typology special issue on this question, I argued that in doing both description and comparison we should work inductively, staying true to the facts of the languages as manifested in natural data, and not resort to extreme abstractions that lead to classifying languages or constructions in a way that obscures the diversity of the structures of the languages:

“Within the Structuralist paradigm and the Boasian tradition in language description, language particular categories are established on the basis of an inductive analysis of the morphosyntactic distribution of forms in texts in a particular language. The functions ascribed to the forms are inferences based on their distribution. The labels used for the categories that emerge from the analysis may be those used in the description of other languages, as long as there is enough of a “family resemblance” between the two categories. That is not the same as equating the two, or imposing a category that has no justification in the language (“apriorism”), or saying that there are crosslinguistic categories, but is simply saying that the category which needs to be described to make sense of the use of the form in that language is in some way similar to a category posited for another language and so can take the same label, like a greyhound and a beagle are both given the label “dog” even though there are many differences between them.” (LaPolla 2016b: 365)

Comparative categories are dependent on descriptive categories, as they are idealizations or prototypes formed on the basis of the family resemblances found in the descriptions. The International Phonetic Alphabet is an example of this, creating idealizations or prototypes of sounds found to be used for distinguishing meaning in language use, or, in the case of the Cardinal Vowels, sounds that can be defined in a relatively objective way so that they can be used as reference points for language-particular descriptions. As with the IPA, the grammatical comparative categories often are given the same labels as used in the descriptions, as Latin or English (or Chinese in the context of China) categories are taken as key reference points.” (LaPolla 2016b: 367)

Matthew Dryer and Martin Haspelmath argue, though, that typological comparison of languages does not depend on the individual descriptions of the languages, and is a separate enterprise altogether. Typologists are free to create categories and apply them at will to languages, using the same labels as used in many descriptions, even if the language does not manifest the particular feature identified in the label, and the reader is supposed to know that the comparative categories do not mean the same thing as the descriptive categories.

Aside from the problem of the competence vs. performance view that Dryer and Haspelmath work with, there is also a logical problem in assuming that even though the languages don’t manifest the features identified in the label, they can still be given that label. In my paper I

---

1 See also Dryer 2016: 307-8 on the use of labels for categories in language description that are the same as those used for other languages “based on striking similarity to categories in other languages for which these labels have been used”.
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used an analogy that was discussed in the online debate, “wings” as a comparative category. From at least some perspectives saying bats and birds both have wings is not problematic, because there is enough of a family resemblance between the structure and function of the wings of birds and the membranes of bats to justify including them in the same category, but what Dryer is talking about (e.g., classifying Chinese as SVO even though the word order is controlled by information structure and not controlled by factors such as Subject and Object or A and P – which is how Dryer defines “Subject” and “Object” in Dryer (2013) – because in texts counts A’s occur more frequently in initial position) is equivalent to saying that not only can birds and bats be classified as winged entities, but rockets can also be classified as such, because they have flight properties associated with winged entities. That is, ignoring the fact that the A’s occur more often in initial position in Chinese because they are more often topical (and not because they are S or A) and classifying the language as SVO is the same as saying that since a bird flies because of its wings, and a rocket flies, we can classify the rocket as a winged entity. I don’t find this type of classification helpful. As argued in LaPolla & Poa 2006, it is better to look at the factors that actually determine the word order patterns in the languages, and then we can compare languages in terms of those factors.

Haspelmath’s comparative concepts (e.g. 2010, 2016, 2017) are not different from the concepts we have been using all along in typology and description, except that he argues that there does not need to be a connection between what I think are the facts of the language and the way it is categorized typologically, agreeing with Dryer. This is something I have been arguing against for many years (see, e.g., LaPolla 2002, presented at a conference in 1994) because I think it is confusing to non-specialists, and because it does not produce useful results, as it makes language patterns that aren’t similar look similar. For example, in word order typology, Dryer claims that the grammatical nature of a particular element makes no difference to how it patterns grammatically, but that is not true of the languages that I am familiar with. For example, it is because clausal noun modifiers in Chinese are nominal that they appear in the same construction as nominal noun modifiers and also pattern the way they do, being able to appear either before or after the noun head depending on pragmatic factors, and having no syntactic constraints on the type of semantic relation possible between the head and the modifying clause (see LaPolla 2017). In Rawang (Sino-Tibetan; Myanmar) there are both nominalized and non-nominalized clausal noun modifiers, and they pattern differently precisely because of their nominal vs. non-nominal status (see LaPolla 2008).

Although I believe the Structuralist paradigm (“basic linguistic theory”) is problematic from a scientific point of view (see LaPolla 2016a), I recognize that it is still the dominant framework for language documentation and description, as well as typology, but the method must be used in a strictly inductive way, that is, no categories should be imposed on the language, and the labels used for the categories should follow the principles I discussed in Section 1 of LaPolla 2016b (partially quoted above), with each label/category explicitly defined.

Large scale language comparison, combing hundreds of grammars (of varying quality) and extracting forms that one thinks might fit one’s comparative categories (regardless of what the author of the grammar might have said) can be quite problematic, and the limitations of
the linguist’s knowledge become all too obvious. It is much better to concentrate on languages one has a good knowledge of and contribute to typology by expanding our understanding of what is found in the languages and how we might understand it, including its historical origins. The denial of the relevance of history is another problem with the Structuralist approach: the question that started the debate was about “structural congruence as a dimension of language complexity”, and the idea was to look for mystical harmony principles for the facts of word order, when in fact simple reference to the history of the language often explains the facts, e.g., if you have a possessive construction where reference to the possessor precedes reference to the possessed, and that is reanalysed as an adposition construction, as often happens, then you end up with “structural congruence” between the adposition construction and the possessive construction. See LaPolla 2002 for discussion of this and other problems with the methods and explanations used in word order typology.

In my contribution I also presented a non-Structuralist alternative view of communication and typological description, based on a theory of communication and the related cognition I have been developing for more than 20 years (see LaPolla 2015, 2016a for the most recent presentations, and LaPolla & Poa 2002 for a presentation in Chinese). In this view, communication is not based on language, but on abductive inference of the communicator’s intention in performing a particular act with communicative intent, and language is seen as arising from the desire to constrain the inferential process in particular ways. Both individual language description and typology can be done by looking at whether or not the languages of interest constrain the inference of a particular aspect of meaning (which can be seen as an area of semantic space), and if so, how. For example, if we are interested in comparing languages in terms of constraining the interpretation of the inference of the time of an action relative to the time of speaking, we can ask if the languages do it only lexically or do they do it with conventionalized morphological constructions, and, if they have conventionalized constructions for this, we can look at to what extent they “cut up” the possibilities, e.g., past vs. non-past, or three degrees of past vs. non-past, or past vs. present vs. future; and also we can ask what specific morphosyntactic form the construction takes. This gives us the full diversity of language structures, rather than obscuring that diversity.

Round 2:

In March this year the issue came up again on the LingTyp list, as Martin Haspelmath proposed a comparative category that lumped gender systems and classifier systems into one category, called “genifiers”, and again I opposed categorisation that obscured the facts of the languages (as I feel gender and classifiers are doing different things). During discussion of this offline with Martin, he sent me a paper he had just finished, a draft of his reply to the papers in the Linguistic Typology special issue on classification. In that paper, Martin (2017) points out how his use of “the facts of the language” and my use of “the facts of the language” (as in the title of my 2016 paper: “On categorisation: Stick to the facts of the language”) differ. He says that what I am talking about is not the facts of the language, but the rules of the language, whereas he is talking about the actual forms as spoken without regard to why they are the way they are. This again reflects his Structuralist assumption of a
distinction between langue/competence/grammar vs. parole/performance/usage, as he mentions in a footnote (Haspelmath 2017, §10, p. 19):

“...the universal in (10a) entails a statement such as (10b).

(10) a. In almost all languages, the subject normally precedes the object when both are nominals. (Greenberg 1963, Universal 1)
   b. In Mandarin Chinese, the subject normally precedes the object.

LaPolla (2016: §2) objects to the claim that Chinese is an SVO language (which is a more specific claim than (10b), but otherwise very similar) because he has shown in earlier work that Chinese does not have any subject or object category, and he thinks that “labeling [Chinese as an SVO language] implies that these categories either determine word order or are determined by it” (cf. LaPolla & Poa 2006). But again, this is not so.

(10b) is a correct factual statement about Mandarin Chinese (assuming that “subject” means S/A, and “object” means P), and it is not a rule of Mandarin grammar.* LaPolla may be right that “most people who see a description of Chinese as SVO will in fact assume that the label was given to the language because those categories are significant for determining word order in the language” (2016: 370). But if they do, they have not understood the difference between describing a language and classifying a language from a comparative perspective. These two are different enterprises – not completely unrelated, because both are based on the facts of the language, but also not identical . . . Thus, what we compare across languages is not the grammars (which are incommensurable), but the languages at the level at which we encounter them, namely in the way speakers use them.

*Footnote: Confusingly, LaPolla (2016) uses the expression „the facts of the language“ in the sense in which I use „rules of the language“ (this strange terminology may be motivated by his rejection of „structuralism“ and the competence/performance distinction).”

In response to this, I replied (email 27 April), “In reference to what you say in §10, my problem is that by saying what you say as a “factual statement”, you are not representing it in the most relevant way, which is to say topics occur before the verb, and it just happens that A and S are more often topical than not, and so end up in that position. The language is structured differently from IE languages, and yet typology in many ways is still forcing all languages into an IE structure.”

He replied (27 April – partial): “Exactly. It's a correct factual statement, but not a good way to formulate the rules of the language. That's why typology cannot be based on the rules of languages, but must be based on the facts of languages.”

I then said (27 April): “When you say ‘we need typology for an understanding of the facts of languages in functional terms’ I am in full agreement, but we seem to differ somewhat on what counts as the facts of languages. For me it is more interesting to look at the functional diversity of the uses of language structures rather than just the resulting structures themselves without reference to their use or motivation. That doesn’t mean you can’t do comparison, it is just not simple structural comparison, it is comparing the languages in terms of the cognitive and cultural categories manifested in the individual languages.”

His reply (28 April): “I guess that I'm a bit more pessimistic than many other functionalists with respect to the possibility of finding functional explanations in individual languages. Of
course, one can often say interesting things, but it seems to me that these are always hypotheses that need to be tested by large-scale typology.”

My reply (29 April): “... my point was that in making the statement in terms of A/S or “subject” it makes it seem as if that is the causal factor, so I would prefer statements that really do include the clausal factor, e.g. information structure in the case of Chinese. If a language has grammaticalised A/S pivots in a majority of constructions in the language, then one might be able to make a statement that the word order reflects this A/S pivot, leading to the word order pattern we find most often, but if there is no evidence of that, then other factors should be identified as resulting in the patterns found.”

His reply (29 April): “I never use the term "causal factor" at the level of language-particular conventions. Speakers obey rules because they are conventional, not because they are functional. I think functional considerations (and "causal factors") come in only at the level of cross-linguistic generalizations . . . [Relative to last part of above-RJL]: Here you are talking again about language-particular rules.”

My reply (7 May): “Yes, they become conventional, but the pattern had to be motivated at some point in order to be used often enough for it to become conventional. As functionalists, one thing that distinguishes us from the formalists is we go beyond stating what the pattern is and try to explain how it came to be conventionalised . . . Yes, but it is relevant in comparison as well, and this is the main thing you and I have been disagreeing on, I think: I think that the facts that explain the patterns found in the languages should be operative in the comparisons, rather than the comparisons being done simply on a string of words with no reference to why the words are in the order they are . . . It seems you are only saying we can explain something in one language only if the explanation holds for a lot of other languages. I don’t think that’s right, unless you only mean in terms of universals rather than language-specific explanations.”

His reply (8 May): “Yes: I think the comparisons should be neutral with respect to possible explanations – they should involve only the conventions, or the behaviour of the speakers, but not the explanations, because I think that it's too hard to talk about explanations at the particular level . . . Yes, I do think that communicative explanations must apply to all languages, i.e. they can explain universals, but not specific phenomena in specific languages. To the extent that a specific phenomenon instantiates a universal, it becomes more understandable, of course, but the explanation is at the universal level. How exactly it operates in specific languages is not explainable, I think – there are too many historical accidents.”

Summary of what I think are the differences in our positions:

Martin Haspelmath and Matthew Dryer argue that

a) in doing comparisons one can ignore the morphosyntactic facts of the patterns found, and

b) one can ignore the causes of the patterns being compared, and just directly compare the forms without consideration of why the forms are the way they are.
I argue that
a) it is necessary to take into account the actual morphosyntactic realisation in, for example, constituent order studies, because, contra Dryer, the nature of the morphosyntactic element does influence the pattern it manifests, and
b) we need to consider the reasons why the pattern is the way it is, otherwise you end up comparing very different systems that just happen to produce similarly-looking results. (E.g. the rocket’s propulsion system and the wings of the bird both result in the object flying, but classifying the rocket as a winged entity because the result (flying) is the same as for entities with wings does not make sense, as the reason for the flying is completely different.)

To go back to our linguistic example, word order in Mandarin Chinese is determined by information structure, not by grammatical relations or mood, while in English word order is determined by grammatical relations and the marking of mood. From Dryer and Haspelmath’s point of view the two languages can be lumped together in a category called “SVO” just because they happen to both end up with a verb-medial pattern in many clauses. As with the rocket example, I think that this is not an empirically valid or methodologically defensible way to do comparison. I also think it obscures the diversity of linguistic forms.

When I finally came to understand Dryer and Haspelmath’s position this past May, it came as quite a revelation and a shock, as all along I had assumed all linguists were interested in causation, that is, why the forms in languages are the way they are.\(^2\) In my 2002 paper I criticised the type of implicational universal given in Haspelmath’s (10a) above for (among other things) showing only correlation, not causation. But I was missing the point that they were not trying to show causation, but only correlation based on superficial formal or simply semantic resemblance. So this is an interesting theoretical question that I leave open to discussion: should we be looking at causation or not? What are the pros and cons of each position?
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