Chapter 22
Basic Numerical Methods

Numerical methods in finance include finite difference methods, and statistical and Monte Carlo methods for computation of option prices and hedging strategies. This chapter is a basic introduction to finite difference methods for the resolution of PDEs and stochastic differential equations. We cover the explicit and implicit finite difference schemes for the heat equations and the Black-Scholes PDE, as well as the Euler and Milstein schemes for stochastic differential equations.

### 22.1 Discretized Heat Equation

Consider the heat equation

\[
\frac{\partial \phi}{\partial t} (t, x) = \frac{\partial^2 \phi}{\partial x^2} (t, x) \tag{22.1}
\]

with initial condition

\[\phi(0, x) = f(x)\]

on a compact time-space interval \([0, T] \times [0, X]\).

The intervals \([0, T]\) and \([0, X]\) are respectively discretized according to \(\{t_0 = 0, t_1, \ldots, t_N = T\}\) and \(\{x_0 = 0, t_1, \ldots, t_M = X\}\) with \(\Delta t = T / N\) and \(\Delta x = X / M\), from which we construct a grid

\[(t_i, x_j) = (i \Delta t, j \Delta x), \quad i = 0, \ldots, N, \quad j = 0, \ldots, M,\]
on \([0,T] \times [0,X]\).

Our goal is to solve the heat equation \((22.1)\) with initial condition \(\phi(0,x)\) and lateral boundary conditions \(\phi(t,0), \phi(t,X)\), via a discrete approximation

\[
(\phi(t_i,x_j))_{0 \leq i \leq N, \ 0 \leq j \leq M}
\]

of the solution to \((22.1)\), by evaluating derivatives using finite differences.

**Explicit scheme**

Using the *forward* time difference approximation

\[
\frac{\partial \phi}{\partial t}(t_i,x) \simeq \frac{\phi(t_{i+1},x_j) - \phi(t_i,x_j)}{\Delta t}
\]

of the time derivative, and the related space difference approximations

\[
\frac{\partial \phi}{\partial x}(t,x_j) \simeq \frac{\phi(t,x_{j+1}) - \phi(t,x_j)}{\Delta x}, \quad \frac{\partial^2 \phi}{\partial x^2}(t,x_{j+1}) \simeq \frac{\phi(t,x_{j+1}) + \phi(t,x_{j-1}) - 2\phi(t,x_j)}{(\Delta x)^2}
\]

of the time and space derivatives, we discretize \((22.1)\) as

\[
\frac{\phi(t_{i+1},x_j) - \phi(t_i,x_j)}{\Delta t} = \frac{\phi(t_i,x_{j+1}) + \phi(t_i,x_{j-1}) - 2\phi(t_i,x_j)}{(\Delta x)^2}.
\]

Letting \(\rho = (\Delta t)/(\Delta x)^2\), this yields

\[
\phi(t_{i+1},x_j) = \rho \phi(t_i,x_{j+1}) + (1 - 2\rho) \phi(t_i,x_j) + \rho \phi(t_i,x_{j-1}),
\]

\(1 \leq j \leq M - 1, 1 \leq i \leq N, i.e.

\[
\Phi_{i+1} = A \Phi_i + \rho \begin{bmatrix}
\phi(t_i,x_0) \\
0 \\
\vdots \\
0 \\
\phi(t_i,x_M)
\end{bmatrix}, \quad i = 0, 1, \ldots, N - 1,
\]

\[(22.3)\]

with

\[
\Phi_i = \begin{bmatrix}
\phi(t_i,x_1) \\
\vdots \\
\phi(t_i,x_{M-1})
\end{bmatrix}, \quad i = 0, 1, \ldots, N,
\]
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and

\[ A = \begin{bmatrix}
1 - 2\rho & \rho & 0 & \cdots & 0 & 0 & 0 \\
\rho & 1 - 2\rho & \rho & \cdots & 0 & 0 & 0 \\
0 & \rho & 1 - 2\rho & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 - 2\rho & \rho & 0 \\
0 & 0 & 0 & \cdots & \rho & 1 - 2\rho & \rho \\
0 & 0 & 0 & \cdots & 0 & \rho & 1 - 2\rho
\end{bmatrix}. \]

The vector

\[
\begin{bmatrix}
\phi(t_i, x_0) \\
0 \\
\vdots \\
0 \\
\phi(t_i, x_M)
\end{bmatrix} = \begin{bmatrix}
\phi(t_i, 0) \\
0 \\
\vdots \\
0 \\
\phi(t_i, X)
\end{bmatrix}, \quad i = 0, 1, \ldots, N,
\]

in (22.3) can be given by the lateral boundary conditions \( \phi(t, 0) \) and \( \phi(t, X) \). From those boundary conditions and the initial data of

\[ \Phi_0 = \begin{bmatrix}
\phi(0, x_0) \\
\phi(0, x_1) \\
\vdots \\
\phi(0, x_{M-1}) \\
\phi(0, x_M)
\end{bmatrix}, \]

we can apply (22.3) in order to solve (22.2) recursively for \( \Phi_1, \Phi_2, \Phi_3, \ldots \)

**Implicit scheme**

Using the *backward* time difference approximation

\[
\frac{\partial \phi}{\partial t}(t_i, x) \simeq \frac{\phi(t_i, x_j) - \phi(t_{i-1}, x_j)}{\Delta t}
\]

of the time derivative, we discretize (22.1) as

\[
\frac{\phi(t_i, x_j) - \phi(t_{i-1}, x_j)}{\Delta t} = \frac{\phi(t_i, x_{j+1}) + \phi(t_i, x_{j-1}) - 2\phi(t_i, x_j)}{(\Delta x)^2}
\]

and letting \( \rho = (\Delta t)/(\Delta x)^2 \) we get

\[
\phi(t_{i-1}, x_j) = -\rho\phi(t_i, x_{j+1}) + (1 + 2\rho)\phi(t_i, x_j) - \rho\phi(t_i, x_{j-1}),
\]

1 \( \leq j \leq M - 1 \), 1 \( \leq i \leq N \), i.e.
Φ_{i-1} = B Φ_i + ρ \begin{bmatrix} \phi(t_i, x_0) \\ 0 \\ \vdots \\ 0 \\ \phi(t_i, x_M) \end{bmatrix}, \quad i = 1, 2, \ldots, N,

with

\begin{bmatrix} 1 + 2ρ & -ρ & 0 & \cdots & 0 & 0 & 0 \\ -ρ & 1 + 2ρ & -ρ & \cdots & 0 & 0 & 0 \\ 0 & -ρ & 1 + 2ρ & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 + 2ρ & -ρ & 0 \\ 0 & 0 & 0 & \cdots & -ρ & 1 + 2ρ & -ρ \\ 0 & 0 & 0 & \cdots & 0 & -ρ & 1 + 2ρ \end{bmatrix}.

By inversion of the matrix \( B \), \( Φ_i \) is given in terms of \( Φ_{i-1} \) as

\begin{bmatrix} \phi(t_i, x_0) \\ 0 \\ \vdots \\ 0 \\ \phi(t_i, x_M) \end{bmatrix}

which also allows for a recursive solution of (22.4).

22.2 Discretized Black-Scholes PDE

Consider the Black-Scholes PDE

\begin{equation}
 r \phi(t, x) = \frac{∂\phi}{∂t}(t, x) + r x \frac{∂\phi}{∂x}(t, x) + \frac{1}{2} x^2 σ^2 \frac{∂^2\phi}{∂x^2}(t, x), \quad (22.5)
\end{equation}

under the terminal condition \( \phi(T, x) = (x - K)^+ \), resp. \( \phi(T, x) = (K - x)^+ \), for a European call, resp. put, option. The constant volatility coefficient \( σ \) may also be replaced with a function \( σ(t, x) \) of the underlying asset price, in the case local volatility models.

Note that in the solution of the Black-Scholes PDE, time is run backwards as we start from a terminal condition \( Φ(T, x) \) at time \( T \). Thus here the explicit scheme uses backward differences while the implicit scheme uses forward differences.

Explicit scheme

Using here the backward time difference approximation
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of the time derivative, we discretize (22.5) as

\[
\frac{\partial \phi}{\partial t}(t_i, x) \simeq \frac{\phi(t_i, x_j) - \phi(t_{i-1}, x_j)}{\Delta t} \\
+ \frac{\Delta t}{2} x_j^2 \sigma^2 \left( \frac{\phi(t_i, x_{j+1}) + \phi(t_i, x_{j-1})}{2} \right) - 2 \phi(t_i, x_j) \\
+ \frac{\Delta t}{2} x_j \sigma^2 \phi(t_i, x_{j+1}) + \phi(t_i, x_j - 1) - 2 \phi(t_i, x_j) \\
= \phi(t_i, x_j) - \phi(t_{i-1}, x_j) \\
+ \frac{\Delta t}{2} \left( \sigma^2 j^2 - r \right) \phi(t_i, x_{j+1}) + \phi(t_i, x_{j-1}) - 2 \phi(t_i, x_j) \\
+ \frac{\Delta t}{2} \left( \sigma^2 j^2 + r \right) \phi(t_i, x_{j+1}),
\]

(22.6)

1 \leq j \leq M - 1, 0 \leq i \leq N - 1, i.e.

\[
\phi(t_{i-1}, x_j) = \frac{1}{2} \left( \sigma^2 j^2 - r \right) \phi(t_i, x_{j+1}) \Delta t + \phi(t_i, x_j) \left( 1 - \left( \sigma^2 j^2 + r \right) \Delta t \right) \\
+ \frac{1}{2} \left( \sigma^2 j^2 + r \right) \phi(t_i, x_{j+1}) \Delta t,
\]

1 \leq j \leq M - 1, where the lateral boundary conditions \( \phi(t, 0) \) and \( \phi(t, x_M) \) are (approximately) given as follows.

European call options. We take

\[
\phi(t_i, x_0) = 0, \quad \text{and} \quad \phi(t_i, x_M) \simeq \left( x_M - K e^{-r(T-t_i)} \right)^+ = x_M - K e^{-r(T-t_i)},
\]

for \( i = 0, 1, \ldots, N \), provided that \( x_M \) is sufficiently large.

European put options. We take

\[
\phi(t_i, x_0) = \left( K e^{-(T-t_i)r} - x_0 \right)^+ = K e^{-(T-t_i)r}, \quad \text{and} \quad \phi(t_i, x_M) = 0,
\]

for \( i = 0, 1, \ldots, N \), with here \( x_0 = 0 \).

Given a terminal condition of the form

\[
\phi(T, x_j) = (x_j - K)^+, \quad \text{resp.} \quad \phi(T, x_j) = (K - x_j)^+,
\]

\( j = 1, \ldots, M - 1 \),

this allows us to solve (22.6) successively for

\[
\phi(t_{N-1}, x_j), \phi(t_{N-2}, x_j), \phi(t_{N-3}, x_j), \ldots, \phi(t_1, x_j), \phi(t_0, x_j).
\]

The explicit finite difference method is nevertheless known to have a divergent behaviour as time is run backwards, as illustrated in Figure 22.1.
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Implicit scheme

Using the forward time difference approximation

\[
\frac{\partial \phi}{\partial t}(t_i, x) \approx \frac{\phi(t_{i+1}, x_j) - \phi(t_i, x_j)}{\Delta t}
\]

of the time derivative, we discretize (22.5) as

\[
r \phi(t_i, x_j) = \frac{\phi(t_{i+1}, x_j) - \phi(t_i, x_j)}{\Delta t} + r x_j \frac{\phi(t_i, x_{j+1}) - \phi(t_i, x_{j-1})}{\Delta x} + \frac{1}{2} x_j^2 \sigma^2 \phi(t_i, x_{j+1}) + \phi(t_i, x_{j-1}) - 2 \phi(t_i, x_j)
\]

\[
1 \leq j \leq M - 1, \ 0 \leq i \leq N - 1, \text{ i.e.}
\]

\[
\phi(t_{i+1}, x_j) = -\frac{1}{2}(\sigma^2 j^2 - r j) \phi(t_i, x_{j-1}) \Delta t + \phi(t_i, x_j) (1 + (\sigma^2 j^2 + r) \Delta t)
\]

\[
1 \leq j \leq M - 1, \text{ i.e.}
\]

\[
\Phi_{i+1} = B \Phi_i + \begin{bmatrix}
\frac{1}{2} (r - \sigma^2) \phi(t_i, x_0) \Delta t \\
0 \\
\vdots \\
0 \\
-\frac{1}{2} (r (M - 1) + (M - 1)^2 \sigma^2) \phi(t_i, x_M) \Delta t
\end{bmatrix}
\]

\[
i = 0, 1, \ldots, N - 1, \text{ with}
\]
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\[ B_{j,j-1} = \frac{1}{2} (r_j - \sigma^2 j^2) \Delta t, \quad B_{j,j} = 1 + \sigma^2 j^2 \Delta t + r \Delta t, \]

and

\[ B_{j,j+1} = -\frac{1}{2} (r_j + \sigma^2 j^2) \Delta t, \]

for \( j = 1, 2, \ldots, M - 1 \), and \( B(i,j) = 0 \) otherwise.

By inversion of the matrix \( B \), \( \Phi_i \) is given in terms of \( \Phi_{i+1} \) as

\[
\Phi_i = B^{-1} \Phi_{i+1} - B^{-1} \begin{bmatrix} \frac{1}{2} (r - \sigma^2) \phi(t_i, x_0) \Delta t & 0 \\ 0 & \vdots \\ -\frac{1}{2} (r(M-1) + (M-1)^2 \sigma^2) \phi(t_i, x_M) \Delta t \end{bmatrix}
\]

\( i = 0, 1, \ldots, N - 1 \), where the lateral boundary conditions \( \phi(t_i, x_0) \) and \( \phi(t_i, x_M) \) can be provided as in the case of the explicit scheme, allowing us to solve (22.7) recursively for \( \phi(t_{N-1}, x_j), \phi(t_{N-2}, x_j), \phi(t_{N-3}, x_j), \ldots \)

**Remark.** Note that for all \( j = 1, 2, \ldots, M - 1 \) we have

\[ B_{j,j-1} + B_{j,j} + B_{j,j+1} = 1 + r \Delta t, \]

hence when the terminal condition is a constant \( \phi(T, x) = c > 0 \) we get

\[ \phi(t_i, x) = c (1 + r \Delta t)^{-(N-i)} = c \left( 1 + r \frac{T}{N} \right)^{-(N-i)}, \quad i = 0, \ldots, N. \]

In particular, when the number \( N \) of discretization steps tends to infinity, denoting by \([x]\) the integer part of \( x \in \mathbb{R} \) we find

\[
\phi(s, x) = \lim_{N \to \infty} \phi(t_{[Ns/T]}, x)
\]

\[ = c \lim_{N \to \infty} \left( 1 + r \frac{T}{N} \right)^{-(N-[Ns/T])}
\]

\[ = c \lim_{N \to \infty} \left( 1 + r \frac{T}{N} \right)^{-[N(T-s)/T]}
\]

\[ = c \lim_{N \to \infty} \left( 1 + r \frac{T}{N} \right)^{-(T-s)/T}
\]

\[ = c e^{-r(T-s)}, \]

for all \( s \in [0,T] \), as expected.

\( \diamond \)
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The implicit finite difference method is known to be more stable than the explicit scheme, as illustrated in Figure 22.2, in which the discretization parameters have been taken to be the same as in Figure 22.1.

![Diagram showing stability of the implicit finite difference method.](image-url)

Fig. 22.2: Stability of the implicit finite difference method.

### 22.3 Euler Discretization

In order to apply the Monte Carlo method in option pricing, we need to generate a sequence \( (\hat{X}_1, \ldots, \hat{X}_N) \) of sample values of a random variable \( X \), such that the empirical mean

\[
\mathbb{E} [\phi(X)] \approx \frac{\phi(\hat{X}_1) + \cdots + \phi(\hat{X}_N)}{N}
\]

can be used according to the strong law of large number for the evaluation of the expected value \( \mathbb{E} [\phi(X)] \). Despite its apparent simplicity, the Monte Carlo method can converge slowly. The optimization of Monte Carlo algorithms and of random number generators have been the object of numerous studies which are outside the scope of this text, cf. e.g. Glasserman (2004), Korn et al. (2010).

Random samples for the solution of a stochastic differential equation of the form

\[
dX_t = b(X_t)dt + a(X_t)dW_t
\]  
(22.8)

can be generated by discretization. More precisely, the Euler discretization scheme for the stochastic differential equation (22.8) is given by

\[
\hat{X}^N_{t_{k+1}} = \hat{X}^N_{t_k} + \int_{t_k}^{t_{k+1}} b(X_s)ds + \int_{t_k}^{t_{k+1}} a(X_s)dW_s \\
\approx \hat{X}^N_{t_k} + b(\hat{X}^N_{t_k})(t_{k+1} - t_k) + a(\hat{X}^N_{t_k})(W_{t_{k+1}} - W_{t_k}),
\]

where \( \hat{X}^N_{t_k} \) denotes the \( N \)-th order approximation of \( X_{t_k} \).
where $W_{t_{k+1}} - W_{t_k} \simeq \mathcal{N}(0, t_{k+1} - W_{t_k}), \ k = 0, 1, \ldots, N - 1.$

In particular, when $X_t$ is the geometric Brownian motion given by

$$dX_t = rX_t dt + \sigma X_t dW_t$$

we get

$$\hat{X}_{t_{k+1}}^N = \hat{X}_{t_k}^N + r\hat{X}_{t_k}^{N}(t_{k+1} - t_k) + \sigma \hat{X}_{t_k}^{N}(W_{t_{k+1}} - W_{t_k}),$$

which can be computed as

$$\hat{X}_{t_k}^N = \hat{X}_{t_0}^N \prod_{i=1}^{k} \left(1 + r(t_i - t_{i-1}) + (W_{t_i} - W_{t_{i-1}})\sigma\right), \ k = 0, 1, \ldots, N.$$

### 22.4 Milstein Discretization

In the Milstein scheme we use (22.8) to expand $a(X_s)$ as

$$a(X_s) \simeq a(X_{t_k}) + a'(X_{t_k})(X_s - X_{t_k})$$

$$\simeq a(X_{t_k}) + a'(X_{t_k})(b(X_{t_k})(s - t_k) + a(X_{t_k})(W_s - W_{t_k})), \quad 0 \leq t_k < s.$$

As a consequence, we get

$$\hat{X}_{t_{k+1}}^N = \hat{X}_{t_k}^N + \int_{t_k}^{t_{k+1}} b(X_s) ds + \int_{t_k}^{t_{k+1}} a(X_s) dW_s$$

$$\simeq \hat{X}_{t_k}^N + \int_{t_k}^{t_{k+1}} b(X_s) ds + a(X_{t_k})(W_{t_{k+1}} - W_{t_k})$$

$$+ a'(X_{t_k})b(X_{t_k}) \int_{t_k}^{t_{k+1}} (s - t_k) dW_s$$

$$+ a'(X_{t_k})a(X_{t_k}) \int_{t_k}^{t_{k+1}} (W_s - W_{t_k}) dW_s$$

$$\simeq \hat{X}_{t_k}^N + \int_{t_k}^{t_{k+1}} b(X_s) ds + a(X_{t_k})(W_{t_{k+1}} - W_{t_k})$$

$$+ a'(X_{t_k})a(X_{t_k}) \int_{t_k}^{t_{k+1}} (W_s - W_{t_k}) dW_s.$$

Next, using Itô’s formula we note that

$$(W_{t_{k+1}} - W_{t_k})^2 = 2 \int_{t_k}^{t_{k+1}} (W_s - W_{t_k}) dW_s + \int_{t_k}^{t_{k+1}} ds,$$

hence

$$\int_{t_k}^{t_{k+1}} (W_s - W_{t_k}) dW_s = \frac{1}{2}((W_{t_{k+1}} - W_{t_k})^2 - (t_{k+1} - t_k)).$$
and

\[ \hat{X}^N_{t_{k+1}} \simeq \hat{X}^N_{t_k} + \int_{t_k}^{t_{k+1}} b(X_s)ds + a(X_{t_k})(W_{t_{k+1}} - W_{t_k}) \\
+ \frac{1}{2} a'(X_{t_k})a(X_{t_k})((W_{t_{k+1}} - W_{t_k})^2 - (t_{k+1} - t_k)) \]

\[ \simeq \hat{X}^N_{t_k} + b(X_{t_k})(t_{k+1} - t_k) + a(X_{t_k})(W_{t_{k+1}} - W_{t_k}) \\
+ \frac{1}{2} a'(X_{t_k})a(X_{t_k})((W_{t_{k+1}} - W_{t_k})^2 - (t_{k+1} - t_k)). \]

As a consequence the Milstein scheme is written as

\[ \hat{X}^N_{t_{k+1}} \simeq \hat{X}^N_{t_k} + b(\hat{X}^N_{t_k})(t_{k+1} - t_k) + a(\hat{X}^N_{t_k})(W_{t_{k+1}} - W_{t_k}) \\
+ \frac{1}{2} a'(\hat{X}^N_{t_k})a(\hat{X}^N_{t_k})((W_{t_{k+1}} - W_{t_k})^2 - (t_{k+1} - t_k)), \]

i.e. in the Milstein scheme we take into account the “small” difference

\[ (W_{t_{k+1}} - W_{t_k})^2 - (t_{k+1} - t_k) \]

existing between \((\Delta W_t)^2\) and \(\Delta t\). Taking \((\Delta W_t)^2\) equal to \(\Delta t\) brings us back to the Euler scheme.

When \(X_t\) is the geometric Brownian motion given by

\[ dX_t = rX_t dt + \sigma X_t dW_t \]

we get

\[ \hat{X}^N_{t_{k+1}} = \hat{X}^N_{t_k} + (r - \sigma^2/2)\hat{X}^N_{t_k}(t_{k+1} - t_k) + \sigma\hat{X}^N_{t_k}(W_{t_{k+1}} - W_{t_k}) + \frac{1}{2} \sigma^2 \hat{X}^N_{t_k}(W_{t_{k+1}} - W_{t_k})^2, \]

which can be computed as

\[ \hat{X}^N_{t_k} = \hat{X}^N_{t_0} \prod_{i=1}^{k} \left( 1 + (r - \sigma^2/2)(t_i - t_{i-1}) + (W_{t_i} - W_{t_{i-1}})\sigma + \frac{1}{2}(W_{t_i} - W_{t_{i-1}})^2\sigma^2 \right). \]