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Abstract

Large scale blackouts normally go through several sequential phases according to the propagation speed of branch outages and the disruption level of power grids. It is crucial to eliminate the propagation of cascading outages in its infancy. In this paper, a model predictive approach is proposed to protect power grids against cascading blackouts. First of all, the cascading dynamics of power grids is described by the outage model of transmission lines and the DC power flow equation, which allows us to predict the cascading failure path. Then a nonlinear convex optimization formulation is established to terminate the cascading outages by adjusting the injected power on buses. Afterwards two protection schemes are designed according to the optimization formulation: one scheme carries out protective actions to terminate cascading outages once for all, while the other takes protection measures in two consecutive steps. Saddle point dynamics is employed to provide a numerical solution to the proposed optimization problem, and its global convergence is guaranteed in theory. Finally, numerical simulations on IEEE test systems are implemented to validate the proposed approach.
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1 Introduction

The protection of power grids against cascading blackouts has always been a great challenge to both the power industry and academia due to unexpected contingencies and the evolving nature of power grids [1]. In the last decades, the technologies of phasor measurement, communication and data processing have made great progress, which allows us to detect the real-time state of power systems, transmit the data and generate control signals for emergency control.

The developments of power system protection basically go through three stages [2]. Specifically, the conventional protection of power systems mainly resorts to electro-mechanical protective relay for tripping overloading branches [3]. In spite of high reliability and simplicity in construction, these relays need to be calibrated periodically, and they are unable to determine the direction of a fault with respect to the relay’s location. The introduction of computers features the second stage of power system protection as advanced control algorithms can be applied to protect power grids [4, 5]. The third stage is characterized by the utilization of global positioning system (GPS), which enables engineers to synchronize time precisely and obtain the global phase information for the wide-area protection [6]. The availability of global information on power systems allows to establish a systematic approach to cope with catastrophic scenarios in wide-area power networks. Thus, the special protection scheme (SPS) is proposed to mitigate global stresses by separating power systems into several islands and isolating the faulted areas according to predetermined actions [7]. It is demonstrated that the installation of SPSs is economically profitable [8]. Nevertheless, the SPSs are designed for particular power systems suffering from limited unusual stresses (e.g., frequency instability, voltage instability and transient angle instability), which inevitably restricts their compatibility and the universality for contingencies. As a result, some effective protection algorithms are designed to deal with the disruptive contingencies by means of adaptive relaying [9], network of phasor measurements [10] and multi-agent approach [11]. In practice, the signalling latency makes up the critical barrier against the online implementation of protection algorithms [12].

Power system blackouts normally go through five phases: precondition, initiating events, cascade events, final state and restoration [13]. As classified in existing studies [13] and evidenced by previous large blackouts (e.g., [14, 15]), cascade events can be divided into two stages: steady-state progression where the cascades propagate slowly while keeping the balance between the power generation and consumption, and high-speed cascade where the cascades propagate quickly and may end up with the system collapse in a short time. The steady-state progression may give rise to a triggering event (e.g., the tripping of a certain line), which leads to the occurrence of high-speed cascade. In the period of steady-state progression, the cascade overloads are the major incidents, and thus it is feasible to predict the cascading
failure path according to the overloading branches during this period. In this paper, we propose a protection architecture to prevent cascading blackouts by predicting the cascading outages and adjusting the injected power on buses in the period of steady-state progression. Since the DC power flow is a desirable substitute for the AC power flow in high-voltage transmission networks [16, 17], for simplicity, the DC power flow equation is employed to compute the power flow. The main contributions of this work are listed as follows.

1. Propose a disturbance-related real-time protection architecture of power systems by predicting the cascading evolution in the period of steady-state progression.

2. Integrate time delays of faults detection, signal transmission and processing into the protection architecture to achieve reliable protections.

3. Develop two protection schemes to prevent the propagation of cascading outages and succeed in implementing the optimal adjustment of injected power on buses with saddle point dynamics.

The outline of this paper is organized as follows. Section 2 presents the protection architecture of power systems against cascading blackouts. Section 3 provides the optimization formulation of nonrecurring protection scheme and theoretical analysis, followed by the scheme of recurring protection in Section 4. Simulations and validation on IEEE test systems are given in Section 5. Finally, we discuss the extensions of the proposed protection architecture in Section 6 and conclude the paper in Section 7.

2 Protection Architecture

Thanks to phasor measurement units (PMUs), the operating state of modern power grids can be monitored in real time [18, 19]. This enables the wide-area protection and control system (WAPCS) to identify the disturbances or faults as soon as possible [20] and then take remedial actions. In this work, remedial actions mainly refer to the adjustment of injected power on buses (e.g., load shedding, generation ramping/tripping) for protecting power system against blackouts. Specifically, the disturbance-related signals are detected by PMUs and then transmitted to the phasor data concentrator (PDC) [21]. Through the dedicated communication networks (e.g., virtual private network [19]), PDCs send the disturbance-related data to data server and WAPCS, where the disturbances are identified and the cascading process of transmission lines is predicted via the outage model of branches. Finally, the protection architecture produces corrective control signals for local actuators in order to terminate cascading outages. In practice, the local actuators include different relays (e.g., voltage relays and frequency relays) and circuit breakers for
load shedding, and supplementary controllers and turbine valves for generation control. Time delays of the above sequential operations in WAPCS are summarized in Table 1. The overall time delays from the disturbance detection to the implementation of control command can be roughly estimated. During this period, the power system probably has gone through some cascading failures due to initial contingencies and subsequent branch outages. Thus, proper control and remedial actions should be taken in time by incorporating the above time delays.

In this work, our goal is to develop a protection architecture that integrates wide-area monitoring, prediction and control of power networks so that WAPCS is able to make disturbance-related remedial actions in time to achieve the least power loss during emergency. First of all, we clarify the concept of cascading step in order to describe the evolution of branch outages during cascading blackouts. A cascading step is defined as one topological change (e.g., one branch outage) of power networks due to contingencies, human factors or the overloading of transmission lines during the cascading process. Once the transmission line is overloaded, the timer of circuit breaker will be triggered to count down from the preset time $T_p$. And the transmission line is tripped when the timer runs out. Thus, the time interval between two consecutive cascading steps basically depends on the preset time of the timer in protective relays [24]. The evolution time of cascading failure is defined as the time duration from the first activation of the timer of circuit breaker to the current time during the cascades. Then the evolution time of cascading failure is $t_c \approx kT_p$ at the $k$-th cascading step. Remedial/protective actions are taken at a specified cascading step, which ensures that the estimated evolution time of cascades exceeds the total time delay of sequential operations in WAPCS. This work focuses on the evolution of branch outages in the early stage of cascading failure (i.e., the steady-state progression), during which the branch outage basically occurs as a result of branch overloads and running out of preset time in the timer. This enables us to roughly estimate the evolution time of cascading failure based on the cascading steps.

### Table 1: Time Delays of Sequential Operations in WAPCS [22][23].

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Operation</th>
<th>Time delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Signal detection using PMUs</td>
<td>(\leq 150\text{ms})</td>
</tr>
<tr>
<td>2</td>
<td>Transmission of PMU data</td>
<td>(\leq 700\text{ms})</td>
</tr>
<tr>
<td>3</td>
<td>Generation of control signals</td>
<td>(\approx 100\text{ms})</td>
</tr>
<tr>
<td>4</td>
<td>Transmission of control signals</td>
<td>(\approx 10\text{ms})</td>
</tr>
<tr>
<td>5</td>
<td>Operation of local actuators</td>
<td>(\approx 50\text{ms})</td>
</tr>
</tbody>
</table>
Remark 2.1. It takes a fixed time delay $T_p$ for the relay to trip the branch once it is overloaded. The timer in the relay starts to count down from the preset time $T_p$, and the circuit breaker trips the overloaded branch when the timer runs out. The topology of power networks is updated after the overloaded branches are tripped. Then the power flow is recomputed based on the updated topology of power networks. Again the branch is overloaded if the recomputed power flow exceeds the given threshold. In this way, the cascading outage of branches proceeds until the power flow on each branch is less than the threshold. Actually, the proposed protection architecture is also compatible with other types of relays with different temporal operational characteristics, which will introduce the variable time delays of branch outage according to the overloading level. For the tripping delay under different time-inverse characteristics, we can choose the minimum value of $T_p$ (i.e., the minimum reclosing time of circuit breaker) as a fixed time delay to compute the prediction horizon $m$ for the timely implementation of protection actions at the end of prediction horizon.

To predict the cascading failure path, it is necessary to obtain the cascading dynamics of power networks, which includes the DC power flow equation and the outage model of branches. Consider a power network with $n$ branches and $n_b$ buses, and the initial disturbances $\delta$ (e.g., lightening, storm, poor contactor and collapsed vegetation, etc) affect the branch admittance as follows

$$Y_p^1 = Y_p^0 + \delta$$

where $Y_p^0 \in \mathbb{R}^n$ refers to the $n$-dimensional vector of the original branch admittance and $Y_p^1$ denotes the branch admittance at the first cascading step. For simplicity, the DC power flow equation is employed to compute the power flow on each transmission line.

$$P = A^T \text{diag}(Y_p^k) A \theta^k, \quad k \in \mathbb{N}$$

(1)

where $P$ denotes the $n_b$-dimensional vector of injected power on each bus and $A \in \mathbb{R}^{n \times n_b}$ refers to the branch-bus incidence matrix [25]. $\theta^k$ represents the $n_b$-dimensional vector of voltage angle on each bus at the $k$-th cascading step. In addition, the operation $\text{diag}(x)$ obtains a square diagonal matrix with the elements of vector $x$ on the main diagonal. The solution to Equation (1) is expressed as

$$\theta^k = (A^T \text{diag}(Y_p^k) A)^{-1} P$$

where the operator $-1^*$ is used to compute the inverse of a square matrix, as defined in [26] (see Subsection 8.1 in Appendix). Thus, the vector of power flow on branches is $\text{diag}(Y_p^k) A (A^T \text{diag}(Y_p^k) A)^{-1} P$. According to Lemma 3.2 in [26] (see Subsection 8.2 in Appendix), the power flow from Bus $i$ to Bus $j$
at the $k$-th cascading step is given by

$$P_{ij}^k = e_i^T A^T \text{diag}(Y_p^k) A e_j (e_i - e_j)^T (A^T \text{diag}(Y_p^k) A)^{-1} P,$$  \hspace{1cm} (2)

with $i, j \in I_{n_b} = \{1, 2, \ldots, n_b\}$, where $e_i$ represents the $n_b$ dimensional unit vector with the $i$-th element being 1 and other elements being 0. The evolution of branch admittance (i.e., the outage model of branches) is described by the following formula

$$Y_{p}^{k+1} = \begin{cases} 
Y_{p}^k + \delta, & k = 0; \\
\mathcal{G}(P_{ij}^k) \circ Y_p^k, & k \geq 1.
\end{cases}$$  \hspace{1cm} (3)

where the operator $\circ$ represents the Hadamard product and $\mathcal{G}(P_{ij}^k)$ is given by

$$\mathcal{G}(P_{ij}^k) = (g(P_{i1j1}, c_{i1j1}), g(P_{i2j2}, c_{i2j2}), \ldots, g(P_{i njn}, c_{ijn n}))^T.$$

And therein is the approximation function $g(P_{ij}^k, c_{ij})$

$$g(P_{ij}^k, c_{ij}) = \begin{cases} 
0, & |P_{ij}^k| \geq \sqrt{c_{ij}^2 + \frac{\pi}{2\sigma}}; \\
1, & |P_{ij}^k| \leq \sqrt{c_{ij}^2 - \frac{\pi}{2\sigma}}; \\
\frac{1-\sin\sigma(P_{ij}^k)^2 - c_{ij}^2}{2}, & \text{otherwise}.
\end{cases}$$

where $c_{ij}$ denotes the threshold of power flow on the transmission line connecting Bus $i$ to Bus $j$. The approximation function is introduced to describe the change of branch admittance when the power flow exceeds the threshold and the transmission line is tripped by the circuit breaker. It gets close to the step function that reflects the real system characteristic of branch outage when the parameter $\sigma$ increases. Moreover, it is differentiable with respect to $P_{ij}^k$, which ensures the feasibility of optimal adjustment of injected power on buses in protection schemes.

Essentially, the protection architecture is composed of three building blocks including contingency identification, prediction of cascading failure and protection schemes (see Fig. 1). It is in line with the typical architecture of wide-area monitoring, protection and control system [19]. The disturbance is identified by WAPCS [20], then it triggers the evolution of cascading dynamics, which is composed of the DC power flow equation (1) and the outage model of branches (3). When the power network is split into isolated subnetworks, the generator bus connected to the largest generating station is selected as the new slack bus in the subnetwork. And thus the power variation of slack bus accounts for a small percentage of its generating capacity. Then the DC power flow is solved for each subnetwork to redistribute the power flow. Significantly, the cascading dynamics allows us to preplan remedial actions by taking into account the time delays of sequential operations and solving the optimization problem in protection schemes.
After power blackouts are prevented by implementing the control commands from protection schemes, the protection architecture starts the detection and identification of disturbances once again. Thus, the key task is to design the effective protection schemes to terminate the propagation of cascading outages. The current practices for power system emergency largely resort to the predetermined protection actions in the SPS. Compared to the SPS, our approach requires the real-time computation of mitigating actions for the specific power system state. It can effectively reduce the cost of power system protection and increase the flexibility of power grids to deal with the diverse emergencies.

**Remark 2.2.** Mathematically, the cascading failure process of power grids can be regarded as a series of operations/transformations on a mathematical model (i.e., the outage model of branches) that characterizes the redistribution of power flow and protective relays in power systems. And protection schemes ensure that the cascading failure process converges towards a desired fixed point, which stabilizes power grids with the least cost.

In the subsequent two sections, we propose two different protection schemes (i.e., nonrecurring protection scheme and recurring protection scheme).
3 Nonrecurring Protection Scheme

This section presents the first scheme, i.e. Nonrecurring Protection Scheme (NPS). NPS implies that protective actions are taken only once at a given cascading step. Due to time delays in W APCS, we will only be able to carry out the optimal adjustment of injected power on buses against the propagation of cascading failures at the $m$-th cascading step. And thus the evolution time of cascading failure is $t_c \approx mT_p$, which should be larger than the total time delays in W APCS so that protective actions are available at the $m$-th cascading step. Specifically, the value of prediction horizon $m$ should satisfy $mT_p > T_{delay} + T_{detection} + T_{run} + T_{actuation}$ with time delay of data transmission $T_{delay}$, the detection time of disruptive disturbances $T_{detection}$, the runtime of numerical algorithm $T_{run}$, and the actuation time of relays $T_{actuation}$. In this way, the protection architecture is ready to take protective actions (i.e., optimal adjustment of injected power on buses) when the cascading failure reaches the $m$-th cascading step. The optimization problem can be formulated as

$$\min_P J(P, W)$$

s.t. $Y_p^m = \mathcal{G}(P_{ij}^{m-1}) \circ \mathcal{G}(P_{ij}^{m-2}) \circ \cdots \circ \mathcal{G}(P_{ij}^1) \circ Y_p^1$

$$P_{ij}^m = e_i^T A^T \text{diag}(Y_p^m) A (e_i - e_j)^T (A^T \text{diag}(Y_p^m) A)^{-1} P$$

$$(P_{ij}^m)^2 \leq c_{ij}^2, \quad (i, j) \in I$$

$$P_i \leq P_i \leq \bar{P}_i, \quad i \in I_{nb}$$

where the objective function $J(P, W)$ is given by

$$J(P, W) = \| W \circ (P - P^0) \|^2$$

$P^0$ represents the vector of original injected power on each bus, and $P = (P_1, P_2, ..., P_{nb})^T$ refers to the injected power vector after the adjustment. $P_i$ and $\bar{P}_i$ denote the lower and upper bounds of injected power on Bus $i$, respectively. The weight vector $W = (W_1, W_2, ..., W_{nb})^T$ characterizes the bus significance in power systems, and $P_{ij}^m$ denotes the power flow on the branch connecting Bus $i$ and Bus $j$ at the $m$-th cascading step.

The cost function of Problem (4) characterizes the mismatch of injected power on each bus between the original distribution of load and power generation and the reassigned one from the optimization algorithm. The first term in the constraint conditions predicts the cascading process of power grids before taking remedial measures. The second term calculates the power flow on each branch at the $m$-th cascading step, and the third one imposes the restriction on the upper bound of power flow on each branch. The final term stipulates the adjustment range of injected power on each bus. Moreover, it can be observed that Optimization Problem (4) is convex.
Remark 3.1. $T_p$ largely depends on the parameter setting of protective relays (normally larger than 0.3s). In addition, the parameters $T_{\text{delay}}, T_{\text{detection}}, T_{\text{run}}$ and $T_{\text{actuation}}$ can be roughly estimated for the actual power grid and the WAPCS (see Table 1). Thus, the prediction horizon $m$ can be chosen by
\[
m = \left\lceil \frac{T_{\text{delay}} + T_{\text{detection}} + T_{\text{run}} + T_{\text{actuation}}}{T_p} \right\rceil,
\]
where the symbol $\lceil x \rceil$ gives the least integer that is greater than the real number $x$.

Proposition 3.1. Optimization Problem (4) is convex.

Proof. The cost function $J(P, W)$ and the constraint function $(P_{ij}^m)^2 - c_{ij}^2$ are convex, and $P_{ij}^m$ is affine with respect to $P$. Thus, (4) is a convex optimization problem.

Then we present the necessary and sufficient condition for the optimal solution to Optimization Problem (4).

Proposition 3.2. Suppose Slater’s condition holds (nonempty feasible region) for Convex Optimization Problem (4). Then $P^*$ is the optimal solution if and only if there exist Lagrangian multipliers $\lambda_{ij}^*, \bar{\tau}_i^*$ and $\bar{\tau}_i^*$ satisfying the KKT conditions:
\[
\nabla J(P^*, W) + \sum_{i=1}^{n_b} \sum_{j=1}^{n_b} \lambda_{ij}^* \nabla \left[ (P_{ij}^m)^2 - c_{ij}^2 \right] + \sum_{i=1}^{n_b} (\bar{\tau}_i^* - \bar{\tau}_i^*) e_i = 0
\]
and
\[
(P_{ij}^m)^2 \leq c_{ij}^2
\]
\[
P_{ij}^m = e_i^T A^T \text{diag}(Y_p^m) A e_j (e_i - e_j)^T (A^T \text{diag}(Y_p^m) A)^{-1} P^*
\]
\[
P_i \leq P_i^* \leq \bar{P}_i
\]
\[
\lambda_{ij}^* [(P_{ij}^m)^2 - c_{ij}^2] = 0
\]
\[
\bar{\tau}_i^* (P_i^* - \bar{P}_i) = 0
\]
\[
\bar{\tau}_i^* (P_i - P_i^*) = 0
\]

Proof. The result directly follows from Theorems 3.25-3.27 in [27].

Actually, many numerical methods are available to solve Convex Optimization Problem (4). Here, Saddle Point Dynamics is employed due to its great success in designing distributed network control protocols [28, 29], which helps to enhance the resilience of power systems. Design the following Lagrangian function
\[
L(P, \lambda, \tau) = J(P, W) + \sum_{(i,j) \in \mathcal{E}} \lambda_{ij} \left[ (P_{ij}^m)^2 - c_{ij}^2 \right] + \sum_{i=1}^{n_b} \bar{\tau}_i (P_i - \bar{P}_i) + \sum_{i=1}^{n_b} \bar{\tau}_i (P_i - P_i^*)
\]
where \((i, j)\) is an element of set \(\mathcal{E}\) if Bus \(i\) and Bus \(j\) are connected in power networks. According to Saddle Point Theorem in [27], the optimal solution \(P^*\) to Optimization Problem (4) satisfies the KKT condition in Proposition 3.2 with Lagrangian multipliers \(\lambda^*\) and \(\tau^*\) if and only if \((P^*, \lambda^*, \tau^*)\) is a saddle point of the Lagrangian function \(L(P, \lambda, \tau)\). Next, we present the saddle point dynamics to search for the saddle point of Lagrangian function \(L(P, \lambda, \tau)\) [30].

\[
\dot{P} = -\nabla_P L(P, \lambda, \tau) = -2W \circ (P - P^0) - 2 \sum_{(i, j) \in \mathcal{E}} \lambda_{ij} P^m_{ij} R_{ij}^m - (\tau - \bar{\tau})
\]

\[
\dot{\lambda}_{ij} = \left[ \nabla_{\lambda_{ij}} L(P, \lambda, \tau) \right]_{\lambda_{ij}}^+ = \left[ (P^m_{ij})^2 - \epsilon_{ij}^2 \right]_{\lambda_{ij}}^+
\]

\[
\dot{\tau}_i = \left[ \nabla_{\tau_i} L(P, \lambda, \tau) \right]_{\tau_i}^+ = \left[ P_i - \bar{P}_i \right]_{\tau_i}^+
\]

\[
\dot{\bar{\tau}}_i = \left[ \nabla_{\bar{\tau}_i} L(P, \lambda, \tau) \right]_{\bar{\tau}_i}^+ = \left[ P_i - \bar{P}_i \right]_{\bar{\tau}_i}^+
\]

where

\[
R_{ij}^m = e_i^T A^T \text{diag}(Y_p^m) Ae_j \cdot \left[ (A^T \text{diag}(Y_p^m)A)^{-1} \right]^T (e_i - e_j)
\]

and the operator \([ ]^+\) is defined as

\[
[x]^+_y = \begin{cases} 
  x, & y > 0; \\
  \max\{x, 0\}, & y = 0.
\end{cases}
\]

Significantly, it is guaranteed in theory that Saddle Point Dynamics (6) approaches the optimal solution of Optimization Problem (4) as time goes to infinity.

**Proposition 3.3.** Saddle Point Dynamics (6) globally asymptotically converges to the optimal solution to Optimization Problem (4).

**Proof.** See Subsection 8.3 in Appendix.

Finally, we summarize the Nonrecurring Protection Scheme in Table 2. First of all, we set the number of cascading steps \(m\) and estimate the evolution time of cascading failure \(t_c \approx mT_p\) for protective actions. NPS detects electrical signals of power network in real time with the aid of PMUs and then estimates the current branch admittance vector \(Y_p(t)\) [20]. This allows WAPCS to locate the disturbed branches by comparing the current branch admittance vector \(Y_p(t)\) with the original one \(Y_p^0\). Then NPS computes the admittance changes on the branches to identify the disturbance \(\delta\). The above disturbance initiates the cascading process to predict the state of power grids at the \(m\)-th cascading step, which enables us to solve Saddle Point Dynamics (6) and work out remedial actions. When the cascading failure evolves to the \(m\)-th step, WAPCS will take the remedial actions of adjusting injected power on buses. Finally, NPS computes the power flow on each branch to validate the remedial actions.
Table 2: Nonrecurring Protection Scheme.

1: Detect electrical signals using PMUs
2: Estimate branch admittance vector $Y_p(t)$
3: if $(Y_p(t) \neq Y_p^0)$
4: Identify the disturbance $\delta = Y_p(t) - Y_p^0$
5: Initiate cascading dynamics with (2) and (3)
6: Save system state at the $m$-th cascading step
7: Solve Saddle Point Dynamics (6)
8: if $(k = m)$
9: Take protective actions with solutions to (6)
10: end if
11: Compute the power flow on each branch
12: else
13: Go back to Step 1
14: end if
4 Recurring Protection Scheme

In this section, we propose the second scheme, i.e. Recurring Protection Scheme (RPS), with which WAPCS takes remedial actions and implements the corrective control by adjusting the injected power on buses at two consecutive cascading steps (i.e., \( m - 1 \) and \( m \)). Compared with NPS, more control variables are available in RPS to optimize the objective function. Essentially, RPS increases the flexibility of preventing cascading outages. Theoretically, the optimization formulation of RPS can be presented as

\[
\min_{P^k} \mathcal{C}(P^{m-1}, P^m, W)
\]

s.t. \( P^k_{ij} = e_i^T A^T \text{diag}(Y_p^k) A e_j (e_i - e_i)^T (A^T \text{diag}(Y_p^k) A)^{-1} \hat{P}^k \)

\[
Y_{p}^{k+1} = \mathcal{G}(P^k_{ij}) \circ Y_p^k \quad (8)
\]

where

\[
\mathcal{C}(P^{m-1}, P^m, W) = \|W \circ (P^{m-1} - P^0)\|^2 + \|W \circ (P^m - P^0)\|^2
\]

and

\[
\hat{P}^k = \begin{cases} 
  P^0, & k \leq m - 2; \\
  P^k, & \text{otherwise.}
\end{cases}
\]

**Remark 4.1.** It is assumed that the fluctuation of \( P^k \) is negligible prior to load shedding and generator ramping/tripping. Thus, the value of \( P^k \) keeps constant (i.e., \( P^0 \)) in the optimization formulations (4) and (8) before implementing protection schemes. Actually, the above optimization formulations are applied to the case with the time-varying values of \( P^k \) when the dynamics of \( P^k \) (\( 1 \leq k \leq m - 1 \)) is available.

**Proposition 4.1.** Solutions to Optimization Problem (8) do not underperform those to the Convex Optimization Problem (4) in terms of minimizing the changes of injected power on buses.

**Proof.** Let \( P^{k*}, k \in \{m - 1, m\} \) denote the solution to Optimization Problem (8), and \( P^* \) represents the solution to Convex Optimization Problem (4). Then it follows from

\[
\|W \circ (P^{m*} - P^0)\|^2 \leq \mathcal{C}(P^{(m+1)*}, P^{m*}, W) \leq \mathcal{C}(P^0, P^*, W) = \|W \circ (P^* - P^0)\|^2
\]

that

\[
\|W \circ (P^{m*} - P^0)\|^2 \leq \|W \circ (P^* - P^0)\|^2,
\]

which completes the proof.
Actually, it is difficult to obtain the optimal solution to Optimization Problem (8) due to its non-convexity. The linearized method can be applied to approximate the non-convex constraint for achieving the global optima. To simplify mathematical expressions, we define

$$\mathcal{F}(Y_p^k) = e_i^T A^T \text{diag}(Y_p^k) A e_j (e_i - e_j)^T (A^T \text{diag}(Y_p^k) A)^{-1}.$$  

Then we obtain $P_{ij}^k = \mathcal{F}(Y_p^k) \hat{P}_{ij}$ and

$$P_{ij}^m = \mathcal{F}(Y_p^m) P_{ij}^m$$

$$= \mathcal{F} [\mathcal{G}(Y_p^{m-1}) \circ Y_p^{m-1}] P_{ij}^m$$

$$= \mathcal{F} [\mathcal{G}(Y_p^{m-1}) P_{ij}^{m-1} \circ Y_p^{m-1}] P_{ij}^m$$

The gradient of $P_{ij}^m$ with respect to $[P_{ij}^{m-1}, P_{ij}^m]$ is given by

$$\nabla P_{ij}^m = \begin{pmatrix} \nabla Y_p^m \left[ \mathcal{F}(Y_p^m) P_{ij}^m \right]^T \left[ \mathcal{G}'(Y_p^{m-1}) P_{ij}^{m-1} \circ Y_p^{m-1} \right] \\ \mathcal{F}(Y_p^{m-1})^T \\ \mathcal{F} \left[ \mathcal{G}(Y_p^{m-1}) P_{ij}^{m-1} \circ Y_p^{m-1} \right]^T \end{pmatrix}$$

Therefore, $P_{ij}^m = \mathcal{F}(Y_p^m) P_{ij}^m$ can be approximated by the following linear equation in the neighborhood of $[P^0, P^0]$.

$$\hat{P}_{ij}^m \mid_{P^0, P^0} = \nabla Y_p^m \left[ \mathcal{F}(Y_p^m) \mid_{P^0} \right]^T \left[ \mathcal{G}'(Y_p^{m-1}) P^0 \circ Y_p^{m-1} \right] \mathcal{F}(Y_p^{m-1}) (P^{m-1} - P^0)$$

$$+ \mathcal{F} \left[ \mathcal{G}(Y_p^{m-1}) P^0 \circ Y_p^{m-1} \right] P^m$$

where $Y_p^m \mid_{P^0} = \mathcal{G}(Y_p^{m-1} P^0) \circ Y_p^{m-1}$. In this way, Optimization Problem (8) can be approximated by the following problem.

$$\min_{P^{m-1}, P^m, W} \mathcal{C}(P^{m-1}, P^m, W)$$

s.t. $\hat{P}_{ij}^m = \nabla Y_p^m \left[ \mathcal{F}(Y_p^m) \mid_{P^0} \right]^T \left[ \mathcal{G}'(Y_p^{m-1}) P^0 \circ Y_p^{m-1} \right] \mathcal{F}(Y_p^{m-1}) (P^{m-1} - P^0)$

$$+ \mathcal{F} \left[ \mathcal{G}(Y_p^{m-1}) P^0 \circ Y_p^{m-1} \right] P^m$$

$$\left(\hat{P}_{ij}^m\right)^2 \leq c_{ij}^2, \quad (i, j) \in \mathcal{E}$$

$$P_i \leq P_{ij}^k \leq \bar{P}_i, \quad i \in I_n, \quad k \in \{m-1, m\}$$

**Proposition 4.2.** Optimization Problem (10) is convex.

**Proof.** The objective function $\mathcal{C}(P^{m-1}, P^m, W)$ is convex, and $\hat{P}_{ij}^m$ is an affine function of variables $P^{m-1}$ and $P^m$. Also, $(\hat{P}_{ij}^m)^2 - c_{ij}^2$ is convex. This indicates that Optimization Problem (10) is convex. □
Next, we discuss the numerical solution to Optimization Problem (10). Design the Lagrangian function for Optimization Problem (10) as follows

\[ L(P^m, P^{m-1}, \lambda, \tau) = C(P^{m-1}, P^m, W) + \sum_{i=1}^{n_b} \left[ \zeta_i^m (P_i^m - \bar{P}_i) + \zeta_i^{m-1} (P_i^{m-1} - \bar{P}_i) \right] + \sum_{i=1}^{n_b} \left[ \zeta_j^m (P_j^m - P_i^m) + \zeta_j^{m-1} (P_j^{m-1} - P_i^{m-1}) \right] + \sum_{(i,j) \in \mathcal{E}} \lambda_{ij} \left[ (\hat{P}_{ij})^2 - c_{ij}^2 \right] \]

Saddle point dynamics to search for the saddle point of Lagrangian function \( L(P^m, P^{m-1}, \lambda, \tau) \) is given by

\[ \dot{P}_k = -\nabla_{P_k} L(P^m, P^{m-1}, \lambda, \tau) = -2W \circ (P^k - P^0) - 2 \sum_{(i,j) \in \mathcal{E}} \lambda_{ij} \hat{P}_{ij}^m R^k_{ij} - (\bar{\tau}^k - \tau^k) \]

\[ \dot{\lambda}_{ij} = [\nabla_{\lambda_{ij}} L(P, \lambda, \tau)]^+_\lambda_{ij} = [(\hat{P}_{ij}^m)^2 - c_{ij}^2]^+_\lambda_{ij} \quad (11) \]

\[ \dot{\tau}_i = [\nabla_{\tau_i} L(P, \lambda, \tau)]^+_\tau_i = [P_i^m - \bar{P}_i]^+_\tau_i \]

\[ \dot{\tau}_j = [\nabla_{\tau_j} L(P, \lambda, \tau)]^+_\tau_j = [P_j^m - P_i^m]^+_\tau_j \]

where \( k \in \{m-1, m\} \) and

\[ R^k_{ij} = \begin{cases} \nabla_{Y_p^m} \left[ \mathcal{F} (Y_p^m | P^0) P^0 \right]^T \left[ \mathcal{G}' (\mathcal{F} (Y_p^{m-1}) P^0) \circ Y_p^{m-1} \right] \quad & k = m-1 \\ \mathcal{F} (Y_p^{m-1})^T, \quad & k = m \end{cases} \]

and the operator \([ \cdot ]^+\) is defined in equation (7).

**Remark 4.2.** The solution to Optimization Problem (10) merely guarantees \(|\hat{P}_{ij}^m| \leq c_{ij}\) instead of \(|P_{ij}^m| \leq c_{ij}\), for all \((i,j) \in \mathcal{E}\). Therefore, it is necessary to check whether the constraints \(|P_{ij}^m| \leq c_{ij}\) for all \((i,j) \in \mathcal{E}\) hold after adjusting the injected power on buses at the \((m-1)\)-th step and the \(m\)-th step according to the solution to (10). The solution to (6) can be adopted as a remedy if there exists \((i,j) \in \mathcal{E}\) such that \(|P_{ij}^m| > c_{ij}\).

**Remark 4.3.** For the RPS, only two consecutive steps are taken into consideration for protective actions, because protective actions on more cascading steps will greatly increase the computational complexity of the optimization problem and thus require more time for its numerical solutions. This may delay the real-time implementation of protection schemes.
Table 3: Recurring Protection Scheme.

1: Detect electrical signals using PMUs
2: Estimate branch admittance vector $Y_p(t)$
3: if $(Y_p(t) \neq Y_p^0)$
4: Identify the disturbance $\delta = Y_p(t) - Y_p^0$
5: Initiate cascading dynamics with (2) and (3)
6: Get system states at the $(m-1)$-th cascading step
7: Solve Saddle Point Dynamics (11)
8: Calculate $P_{m i j}, \forall (i, j) \in E$ with solutions to (11)
9: if $(|P_{m i j}| \leq c_{ij}, \forall (i, j) \in E)$
10: Solution to (11) $\Rightarrow P_{sl}$
11: else
12: Solution to (6) $\Rightarrow P_{sl}$
13: end if
14: if $(k \in \{m-1, m\})$
15: Take protective actions according to $P_{sl}$
16: end if
17: Compute the power flow on each branch
18: else
19: Go back to Step 1
20: end if

In theory, we can guarantee that Saddle Point Dynamics (11) achieves the asymptotic convergence of global optimal solution to Optimization Problem (10).

**Proposition 4.3.** Saddle Point Dynamics (11) globally asymptotically converges to the optimal solution to Convex Optimization Problem (10).

**Proof.** The proof follows by the same argument as that of Proposition 3.3 and is thus omitted.

Table 3 presents the procedure of RPS, which resembles NPS except for controllable cascading steps and Saddle Point Dynamics (11). Compared with NPS, RPS adjusts the injected power on buses to prevent cascading outages at two consecutive cascading steps $(k \in \{m-1, m\})$. If RPS fails to prevent...
further cascading outages through the model validation of two consecutive protective actions, the one-off protection from the solution to (6) takes effect as a remedy. In practice, NPS and RPS are two independent mechanisms that cannot be executed subsequently in one potential cascade. In other words, if RPS is executed, NPS will not be executed, and vice versa. Essentially, NPS can be regarded as a special case of RPS by specifying protection actions at a given cascading step. Normally, more branches can be protected if the prediction horizon $m$ is shorter. This implies that NPS with a shorter prediction horizon probably outperforms RPS with a relative long prediction horizon. In addition, NPS and RPS are designed based on the steady-state assumption. If the assumption fails to hold, the SPS is initiated as a remedy to protect power grids against blackouts.

Remark 4.4. Different types of relays introduce variable line tripping delays based on the severity of overloading. The outage model of branches can be improved to reflect the temporal operational characteristics of relays, and the variable time delays of line tripping can be roughly estimated based on the overloading level. Thus, this does not affect the applicability and performance of protection schemes (i.e., NPS and RPS).

Remark 4.5. NPS and RPS allow for both load shedding and generation ramping/tripping while implementing protection actions against cascading blackouts. The generation ramping/tripping can be achieved by adjusting the injected power on generator buses, and load shedding can be achieved by adjusting the injected power on load buses. Moreover, the generator is tripped when the injected power on the generator bus is adjusted to its lower bound. In practice, the generation ramping/tripping shall be applied first before any load shedding is called. Actually, the proposed optimization formulation is able to allow for the order of protection actions (i.e., generation ramping/tripping and load shedding). Specifically, the optimization problems (4) and (10) can be solved by specifying the constant load and the variable power generation on buses, which can be achieved by adjusting the lower and upper bounds of $P_l$ in (4) and $P_k^i$ in (10). If the solutions to the above optimization problems are available, the generation ramping/tripping can be applied to prevent the cascading failure without load shedding. If there are no feasible solutions, the original optimization problems (4) and (10) should be solved to obtain the optimal injected power on both load buses and generator buses. In this way, the generation ramping/tripping can be applied first, immediately followed by load shedding in order to prevent the cascades.

5 Numerical Simulations

In this section, we validate and compare two protection schemes (i.e., NPS and RPS) on IEEE test Systems. Two flow charts are presented to illustrate the simulations of NPS and RPS, respectively (see
Figure 2: Flow chart of simulations for two protection schemes (a) NPS and (b) RPS.
Specifically, the disturbance is added on the selected branch with the initial cascading step \( k = 0 \). Then the power flow on each branch is computed by solving the DC power flow equation. The overloading branch will be tripped once its timer runs out of the preset time in the outage model of branches. When the cascading process arrives at the specified steps (i.e., \( k = m \) for NPS, \( k = m - 1 \) and \( k = m \) for RPS), the protection schemes (NPS or RPS) are initiated to prevent further cascading outage of power grids.

### 5.1 Parameter Setting

The parameter setting for both NPS and RPS is given in detail as follows. For simplicity, we set \( W = (1, 1, ..., 1)^T \) to ensure that all buses are equally treated in protection schemes. Per unit values are adopted with the base value of power 100MV in the simulations. The preset time of the timer is \( T_p = 1 \text{s} \) in protective relays. The minimum injected power on each bus is equal to the negative value of its total load, and the maximum injected power is provided by the generator connected to this bus. For load buses, their maximum injected power is 0. Consequently, for load buses, we set \( \bar{P}_i = 0 \) and \( P_i \) is the total injected power. For generator buses, \( \bar{P}_i \) is the total power from the generator, while \( P_i \) is the injected power from the load. The threshold of power flow on each branch is 1 pu with \( \sigma = 10^3 \) in the approximation function. In addition, Euler method is employed to implement the numerical algorithms (6) and (11) with the step size 0.01.

### 5.2 Validation and Comparison

If the branch connecting Bus 9 and Bus 11 (i.e., Branch 10) is tripped as the initial disturbance of IEEE 57 Bus Systems, the cascading process comes to an end after 6 cascading steps \( (t_c \approx 6\text{s}) \) without protection schemes. Branch 10 is selected to add the initial contingency because it can result in the relatively severe cascading failure. Actually, other branches can also be chosen to trigger the cascades. Figure 3 shows the final configuration of IEEE 57 Bus Systems after suffering from the above disturbance. Red balls represent the generator buses, while green ones denote the load buses. Bus ID is also marked on each ball, and the cyan links refer to branches in power systems. The power system ends up with 43 connected branches (5 branches with the power flow) and the total power flow is 1.004pu. Notably, the power network is separated into 5 islands encircled with the dashed curves and 13 isolated buses. Two islands survive due to the power supply from their respective generator buses (Bus 6 and Bus 12), while other three islands without generator buses go through blackouts. In Fig. 3, two islands subject to blackouts include a lot of load buses, which implies that the initial contingency results in the large
disruptions of power grids in terms of power supply. Thus, it is crucial to initiate the real-time protection schemes during the emergency in order to terminate the cascading blackout.

In contrast, Figure 4 presents the final configuration of IEEE 57 Bus Systems with protection schemes (NPS or RPS) after adding the same disturbance (i.e., tripping Branch 10) as that in Figure 3. It is observed that the power system is well protected since most branches in the network are in a good state of transmitting power flow among buses. The power network is decomposed into 3 islands and 9 isolated buses with 53 connected branches. Two islands are composed of generator buses (Bus 6, Bus 9 and Bus 12), while blackouts occur on the island that only includes load buses (Bus 32 and Bus 33). Thanks to NPS and RPS, a lot of load buses can still obtain the power supply in spite of the separation of the whole power network. This indicates the effectiveness of protection schemes in protecting power grids against blackouts. Specifically, for NPS, the cascading process stops after implementing the optimal adjustment of injected power on buses at the 4th cascading step ($t_c \approx 4s$), and the system remains unchanged since then, with the total power flow of 9.156pu. Moreover, the objective function is minimized with the value of 0.1068. Let $\Delta P_k = P^k - P^0$, $k \in \{3, 4\}$ denote the vector of load change on each bus at the $k$-th cascading step. Figure 5 shows the distribution of changes of injected power on each bus according to NPS. There are no negative values for the changes of injected power on buses, which implies the absence of generator tripping during power systems protection. In Fig. 5 the largest change of injected power occurs on Bus 51 using NPS, and its variation magnitude exceeds 0.1pu.

By adjusting injected power on buses at the 3rd and the 4th cascading steps, RPS succeeds in pre-
vent the cascading outage at the 4th cascading step \((t_c \approx 4s)\). The total power flow is 12.496pu, and the value of objective function is 0.0979 in the end, less than 0.1068 in NPS. This demonstrates the better performance of RPS to maintain the power transmission and prevent cascading outages in spite of high computational cost. Figure 6 presents the distribution of changes of injected power on each bus using RPS. The green bars denote the changes of injected power on buses at the 3rd cascading step \((t_c \approx 3s)\), while the blue ones refer to those at the 4th cascading step \((t_c \approx 4s)\). Note that the negative values at Bus 3 and Bus 12 indicate the decrease of power supply to these generator buses. In Fig. 6 four buses (i.e., Bus 1, Bus 3, Bus 8 and Bus 12) adjust their respective injected power at the 3rd and 4th cascading steps, while other buses only adjust the injected power at the 4th cascading step. Moreover, the total change of injected power on Bus 8 is the largest of all buses and it exceeds 0.2 pu.

To compare NPS and RPS in depth, we consider the effect of different operating points (i.e., prediction horizon \(m\)) on the performance of two schemes. As we can observe in Fig. 7 NPS and RPS lead to the same performance in terms of \(N_{cb}\) and \(N_{ab}\) (as green balls and red balls are all overlapping) for each different prediction horizon \(m\). In terms of the total power flow \(P_t\), RPS performs better than NPS in the power transmission because it can contribute to having more total power flow when \(m < 5\). As for the changes of injected power on buses \(P_m\), RPS can protect power grids with a lower cost (i.e., fewer changes of injected power on buses) when \(m \leq 5\). This partially validates theoretical results in Proposition 4.1. It is worth pointing out that NPS and RPS perform the same for all four indexes when
Figure 5: Distribution of changes of injected power on each bus using NPS.

Figure 6: Distribution of changes of injected power on each bus using RPS.
Figure 7: Comparison between NPS and RPS with different prediction horizons $m$ on IEEE 57 Bus System. $N_{cb}$ and $N_{ab}$ refer to the number of connected branches and the number of active branches with power flow at the end of cascading failures, respectively. $P_t$ and $P_m$ represent the total power flow and the total amount of changes of injected power on buses, respectively.

$m \geq 6$. This is because the cascading failure process comes to an end at $m = 6$ and there is no chance that protection schemes can prevent power grids from blackouts.

5.3 The Effect of Parameter $W$

The parameter $W$ describes the bus weight in the optimal adjustment of injected power on buses. To be specific, the buses with larger weights are deemed less significant in power networks, thus WAPCS prefers to adjust the injected power on these buses during emergency. This section aims to investigate the effects of $W$ on the performance of protection schemes. For simplicity, we assign the same weight $W_l$ to load buses and the same weight $W_g$ to generator buses and take into account the weight distribution and proportion $\gamma = W_g/W_l$ on the two types of buses. Numerical simulations are conducted to implement NPS and RPS on the IEEE 57 Bus Systems with the same initial disturbance, respectively (i.e., tripping Branch 10). For NPS, the protective action is implemented at the 4th cascading step, while remedial actions are taken at the 3rd and 4th cascading steps for RPS. Then we look into the power transmission and intact branches in the final cascading step by tuning the parameter $\gamma$ from 0.1 to 10 gradually. Figure
Figure 8: The effect of weight proportion $\gamma$ on the final configuration of power systems. $N_{cb}$ and $N_{ab}$ refer to the number of connected branches and the number of active branches with power flow at the end of cascading failures, respectively. $P_t$ and $P_m$ represent the total power flow and the total amount of changes of injected power on buses, respectively.
presents the dependence of connected branches $N_{cb}$, active branches $N_{ab}$, the power flow $P_t$ and the change of injected power on buses $P_m$ on the parameter $\gamma$ in the final configuration. It is observed that NPS is insensitive to the variation of $\gamma$, and all the four measures keep stable. In contrast, RPS behaves differently as $\gamma$ varies in the range of $[0, 1]$. Specifically, $N_{cb}$ and $N_{ab}$ jump from 51 to 53 as $\gamma$ increases from 0.3 to 0.4. In addition, $P_m$ declines greatly as $\gamma$ varies from 0.1 to 0.3. It is worth pointing out that RPS outperforms NPS in terms of total power transmission after terminating the cascading outages. Compared with NPS, RPS ensures the more power flow with the fewer changes of injected power on buses when $\gamma$ is larger than 1. In both NPS and RPS, we can observe that $N_{cb}$ is always equal to $N_{ab}$ for the same parameter $\gamma$.

5.4 Other Test Systems

Two protection schemes are also implemented on IEEE 118 Bus System and IEEE 300 Bus System to validate the proposed approach. Specifically, Branch 3 is tripped as the initial disturbance to trigger the cascading failure of 118-bus system. NPS is implemented at 6th cascading step to protect power grids against blackouts, and RPS is taken at the 5th and 6th cascading steps. Both NPS and RPS achieve the same performance in terms of $N_{cb}$ and $N_{ab}$ (i.e., $N_{cb} = 59$ and $N_{ab} = 58$ for both NPS and RPS). RPS outperforms NPS in terms of the total power flow on branches because of $P_t = 20.4$ for RPS and $P_t = 18.4$ for NPS. In addition, it follows from $P_m = 0.06$ for RPS and $P_m = 0.29$ for NPS that RPS can protect power grids against blackouts with a lower cost (i.e., the fewer changes of injected power on buses) in comparison to NPS. Figures 9 and 10 present the changes of injected power on each bus of the IEEE 118 Bus System by taking NPS and RPS, respectively. As we can see in Fig. 9, the largest change of injected power occurs on Bus 59 with NPS. Since most changes of injected power are positive, the protection action of load shedding is taken on most buses. Similarly, the largest change of injected power also occurs on Bus 59 with RPS in Fig. 10. In terms of changes of the injected power on buses, it is suggested that more efforts are taken to prevent the cascades at the 6th cascading step.

As for the 300-bus system, Branch 6 is tripped as the initial disturbance to start cascading failures of power grids. NPS is implemented at the 4th cascading step, and RPS is taken at the 3rd and the 4th cascading steps. Compared to RPS, NPS results in more connected branches and active branches (i.e., $N_{cb} = 124$ and $N_{ab} = 66$ for NPS, $N_{cb} = 116$ and $N_{ab} = 46$ for RPS) after protective actions. In addition, NPS outperforms RPS in terms of total power flow on branches due to $P_t = 13.6$ for NPS and $P_t = 8.8$ for RPS. Nevertheless, RPS can protect power grids against blackouts with much fewer changes of injected power on buses compared to NPS (i.e., $P_m = 0.87$ for RPS and $P_m = 48.97$ for NPS), which is consistent with the conclusion in Proposition 4.1. Figures 11 and 12 show the distribution of changes of injected
power on buses of the IEEE 300 Bus System by taking NPS and RPS, respectively. As we can observe in Fig. 11, Bus 171 adjusts the largest amount of injected power with NPS. In comparison, few changes of injected power are made on the buses from Bus 250 to Bus 300. In Fig. 12, it is demonstrated that both load shedding and generation ramping/tripping are taken at the 3rd and the 4th cascading steps with RPS. In terms of changes of the injected power on buses, the amount of changes at the 3rd step is comparable to that at the 4th step on the whole.

On the whole, NPS is superior to RPS in terms of computation complexity, and it takes less time for NPS to work out Optimization Problem (4) according to Saddle Point Dynamics (6). This enables NPS to efficiently implement protective actions at the early stage of cascading blackouts. Considering that more control variables in RPS are available, RPS is able to provide more flexible solutions of adjusting injected power on buses to control and protect power systems against cascading outages. In addition, RPS is able to prevent cascading outages of power grids with the fewer changes of injected power on buses.

6 Discussions

The proposed protection architecture has the potential to be extended to deal with the uncertainty of power systems and coordinate different types of protection measures for more reliable protection.

In practice, the initial contingency triggers chain reactions, which may evolve into multiple cascading
Figure 10: Distribution of changes of injected power on buses of IEEE 118 Bus System with RPS.

Figure 11: Distribution of changes of injected power on buses of IEEE 300 Bus System with NPS
Figure 12: Distribution of changes of injected power on buses of IEEE 300 Bus System with RPS

outage paths due to various uncertainties (e.g., load variation, temperature variation, breaker faults and other unexpected events) in the period of steady-state progression. The proposed protection architecture is able to prevent the cascading failure for each specific cascading failure path. By taking into account the uncertainties in the protection architecture, multiple possible cascading failure paths and the remedial scheme for each specific path can be generated and recorded in advance. During the emergency, the power system can implement the prerecorded remedial action for the path that matches the real cascading outage path.

In case of emergency, the proposed protection architecture goes through three sequential stages: real-time detection and identification of disruptive contingencies, prediction of cascading outage paths and protection schemes based on optimal adjustment of injected power on buses. Essentially, this architecture is also compatible to other protection measures such as proactive line tripping, the online adjustment of FACTS devices and the isolation of faulted elements. More effective protection of power grids can be achieved with the coordination of different types of protection schemes. Specifically, multiple possible cascading failure paths can be described as the corresponding trajectories in the state space, and the objective is to terminate the evolution of each state trajectory by cooperatively implementing multiple protection schemes with the least cost (which may have different definitions e.g., power loss, network connectivity, fluctuation of voltage and frequency, etc., in different applications).
7 Conclusions

In this paper, we aim to propose a model predictive approach for the real-time protection of power grids against blackouts. A protection architecture was adopted to identify the initial contingency, predict the cascading failure paths and compute the optimal protection strategies. The proposed protection architecture overcomes the shortcoming of the classic SPSs and opens up the opportunity to develop the disturbance related protection schemes. Based on the protection architecture, two types of protection schemes (i.e., NPS and RPS) were designed to prevent the cascading outage of power systems. The first scheme NPS takes remedial actions at a given cascading step, while the second one implements the corrective control at two consecutive cascading steps. Moreover, It is proved that RPS does not underperform NPS in terms of minimizing the changes of injected power on buses, and these two schemes are able to achieve the optimal adjustment of injected power on buses against blackouts. Finally, extensive simulations were conducted to validate the proposed approach and theoretical results. It is demonstrated that the protection schemes perform well on different IEEE test systems. Regarding our future research work, other than the possible extensions as mentioned in Section 6, we may also study on distributed protection scheme, where challenging issues such as synchronization, convergence rate and fault tolerance will be carefully investigated.
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8 Appendix

This section presents the mathematical definition of the operators $\ast$ and $-1^\ast$ and the proofs of Equation (2) and Proposition 3.3 in details.
8.1 Definition of the Operators $\ast$ and $-1^\ast$

Suppose the nodal admittance matrix $Y_b^k = A^T \text{diag}(Y_p^k)A$ is composed of $q$ isolated subnetworks denoted by $S_i, i \in I_q = \{1, 2, \ldots, q\}$ and each subnetwork $S_i$ includes $k_i$ buses. Let $V_i = \{i_1, i_2, \ldots, i_{k_i}\}$ denote the set of bus IDs in the subnetwork $S_i$, where $i_1, i_2, \ldots, i_{k_i}$ denote the bus IDs. Notice that Bus $i_1$ in Subnetwork $S_i$ is designated as the reference bus. Moreover, the nodal admittance matrix of the $i$-th subnetwork can be computed as $Y_{b,i}^k = \mathcal{E}_i^T Y_b^k \mathcal{E}_i, i \in I_q$, where $\mathcal{E}_i = (e_{i_1}, e_{i_2}, \ldots, e_{i_{k_i}})$. Then the operators $\ast$ and $-1^\ast$ are defined as follows [26].

**Definition 8.1.** Given the nodal admittance matrix $Y_b^k$, the operators $\ast$ and $-1^\ast$ are defined by

$$
(Y_b^k)^\ast = \sum_{i=1}^{q} \mathcal{E}_i^T \begin{pmatrix} 0 & 0^T_{k_i-1} \\ 0_{k_i-1} & I_{k_i-1} \end{pmatrix} Y_{b,i}^k \begin{pmatrix} 0 & 0^T_{k_i-1} \\ 0_{k_i-1} & I_{k_i-1} \end{pmatrix} \mathcal{E}_i^T
$$

and

$$
(Y_b^k)^{-1^\ast} = \sum_{i=1}^{q} \mathcal{E}_i^T \begin{pmatrix} 0^T_{k_i-1} & \mathcal{Y}_{b,i}^k \end{pmatrix} \begin{pmatrix} 0_{k_i-1} & I_{k_i-1} \end{pmatrix} \mathcal{E}_i^T,
$$

respectively, where

$$
\mathcal{Y}_{b,i}^k = \begin{pmatrix} 0_{k_i-1} & I_{k_i-1} \end{pmatrix} Y_{b,i}^k \begin{pmatrix} 0^T_{k_i-1} \\ I_{k_i-1} \end{pmatrix}.
$$

$I_{k_i-1}$ is the $(k_i - 1) \times (k_i - 1)$ identity matrix, and $0_{k_i-1}$ denotes the $(k_i - 1)$ dimensional column vector with zero elements.

8.2 Proof of Equation (2)

According to the DC power flow equation, we have $\theta^k = (B^k)^{-1^\ast} P$, where $B^k = A^T \text{diag}(Y_p^k)A$ and $\theta^k = (\theta_1^k, \theta_2^k, \ldots, \theta_{n_b}^k)^T$. Let $B^k_{ij}$ denote the element in the $i$-th row and $j$-th column of the matrix $B^k$. Then the power flow from Bus $i$ to Bus $j$ can be computed by

$$
P^k_{ij} = B^k_{ij}(\theta^k_i - \theta^k_j)
$$

$$
= e_i^T B^k e_j (e_i - e_j)^T \theta^k
$$

$$
= e_i^T B^k e_j (e_i - e_j)^T (B^k)^{-1^\ast} P
$$

$$
= e_i^T A^T \text{diag}(Y_p^k) A e_j (e_i - e_j)^T (A^T \text{diag}(Y_p^k) A)^{-1^\ast} P.
$$
8.3 Proof of Proposition 3.3

Design Lyapunov function as follows

\[ V(P, \lambda, \tau) = \frac{1}{2} (\|P - P^*\|^2 + \|\lambda - \lambda^*\|^2 + \|\tau - \tau^*\|^2) \]

The time derivative of \( V(P, \lambda, \tau) \) along Saddle Point Dynamics (6) gives

\[ \dot{V}(P, \lambda, \tau) = (P^* - P)^T \nabla_P L(P, \lambda, \tau) + (\lambda - \lambda^*)^T [\nabla_{\lambda} L(P, \lambda, \tau)]^T + (\tau - \tau^*)^T [\nabla_{\tau} L(P, \lambda, \tau)]^T \]

Equation (7) leads to

\[ (\lambda - \lambda^*)^T [\nabla_{\lambda} L(P, \lambda, \tau)]^T \leq (\lambda - \lambda^*)^T [\nabla_{\lambda} L(P, \lambda, \tau)]^T \]

and

\[ (\tau - \tau^*)^T [\nabla_{\tau} L(P, \lambda, \tau)]^T \leq (\tau - \tau^*)^T [\nabla_{\tau} L(P, \lambda, \tau)]^T \]

Since \( L(P, \lambda, \tau) \) is convex in \( P \) and concave in \( \lambda \) and \( \tau \), we have

\[ (P^* - P)^T \nabla_P L(P, \lambda, \tau) \leq L(P^*, \lambda, \tau) - L(P, \lambda, \tau) \]

and

\[ (\lambda - \lambda^*)^T \nabla_{\lambda} L(P, \lambda, \tau) + (\tau - \tau^*)^T \nabla_{\tau} L(P, \lambda, \tau) \leq L(P, \lambda, \tau) - L(P, \lambda^*, \tau^*) \]

which leads to

\[ V(P, \lambda, \tau) \leq L(P^*, \lambda, \tau) - L(P, \lambda, \tau) + L(P, \lambda, \tau) - L(P, \lambda^*, \tau^*) \]

\[ = |L(P^*, \lambda, \tau) - L(P^*, \lambda^*, \tau^*)| + |L(P^*, \lambda^*, \tau^*) - L(P, \lambda^*, \tau^*)| \]

Moreover, it follows from \( L(P^*, \lambda, \tau) - L(P^*, \lambda^*, \tau^*) \leq 0 \) and \( L(P^*, \lambda^*, \tau^*) - L(P, \lambda^*, \tau^*) < 0 \) that \( V(P, \lambda, \tau) < 0 \). This indicates \( V(P, \lambda, \tau) \) converges to 0 (and \( P \) also converges to the optimal value \( P^* \)) as time goes to infinity. The proof is thus completed.
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