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Abstract—Recent studies have investigated the possibilities of proactively detecting the high-profile false data injection (FDI) attacks on power grid state estimation by using the distributed flexible AC transmission system (D-FACTS) devices, termed as proactive false data detection (PFDD) approach. However, the feasibility and limitations of such an approach have not been systematically studied in the existing literature. In this paper, we explore the feasibility and limitations of adopting the PFDD approach to thwart FDI attacks on power grid state estimation. Specifically, we thoroughly study the feasibility of using PFDD to detect FDI attacks by considering single-bus, uncoordinated multiple-bus, and coordinated multiple-bus FDI attacks, respectively. We prove that PFDD can detect all these three types of FDI attacks targeted on buses or super-buses with degrees larger than 1, if and only if the deployment of D-FACTS devices covers branches at least containing a spanning tree of the grid graph. The minimum efforts required for activating D-FACTS devices to detect each type of FDI attacks are respectively evaluated. In addition, we also discuss the limitations of this approach; it is strictly proved that PFDD is not able to detect FDI attacks targeted on buses or super-buses with degrees equalling 1.
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I. INTRODUCTION

Emerging as the next generation digital information network and modernized power generation, transmission, and distribution systems, smart grids are expected to enable more efficient, reliable, and sustainable power systems that can meet the demands of the 21st century and beyond. However, recent years have witnessed a sharp increase of cyber attacks on energy industry which are becoming increasingly challenging and threatening [1], [2].

As is strictly proved that, if armed with valuable information of power grids, the knowledgeable FDI attackers are capable of constructing attack vectors that can easily circumvent the conventional state estimation based false data detection (FDD) defenses [4], [11], [12]. This may make many of existing FDD defenses no longer feasible. We regard such FDD defenses as passive approaches. A few recent studies have demonstrated the possibilities of achieving proactive FDD - termed as PFDD - in power grids by using distributed flexible AC transmission system (D-FACTS) devices [13]–[15]. To the best of our knowledge, Morrow et al. pioneered the studies on using D-FACTS devices to achieve topology perturbation for detecting either fault-induced or maliciously-injected bad data in the power grid [13]. In early 2018, Tian et al. proposed an enhanced hidden moving target defense approach that can not only maintain the power flows after changing the line susceptance but also keep stealthiness even when the attackers are capable of checking the activation of D-FACTS [14]. More recently in late 2018, Liu et al. proposed a strategy
to enhance detection and identification of FDI attacks using reactance perturbation while maintaining low operational costs [15]. These studies show that, leveraging PFDD approaches to mitigate FDI attacks in smart grids has been considered as a possible option by researchers from both energy and security communities. This is due to the unique capability of D-FACTS devices in generating reactance perturbation which allows producing moving targets against FDI attackers. Another significant reason may lie in the decreasing installation costs and weights of D-FACTS devices [14], [16], which makes it possible to widely deploy D-FACTS devices in the future smart grids.

Despite of these developments, some significant issues regarding PFDD remain largely open, such as the number and locations of D-FACTS devices needed to facilitate the detection of different types of FDI attacks [11]. In this paper, we aim to explore the feasibility and limitations of using PFDD to detect FDI attacks in smart grids. Three types of FDI attacks, namely single-bus, uncoordinated multiple-bus, and coordinated multiple-bus FDI attacks, are considered in our adversary model.

The major contributions of this paper are four-fold:

- First, we design a framework to detect FDI attacks on power grid state estimation by using the PFDD approach. The rationale behind this framework is also elaborated.
- Second, we explore the feasibility of using the PFDD approach to detect three types of FDI attacks on power grid state estimation. It is proved that PFDD can detect the existence of all these FDI attacks targeted on buses or super-buses with degrees larger than 1, if and only if the deployment of D-FACTS devices covers at least a spanning tree of the power grid graph.
- Third, we obtain the profiles of the minimum efforts required for D-FACTS devices to identify FDI attacks with respect to the offsets that attackers desire to inject on the system states, for all three types of FDI attacks, respectively. These profiles are valuable for system defenders to make informed decisions against FDI attacks.
- Last, the limitations of using PFDD are also discussed. It is strictly proved that PFDD is unable to detect FDI attacks targeted on buses or super-buses with degrees 1. In addition, we also prove that without knowing the power grid configuration information, specific FDI attacks can remain being undetected by PFDD if launched on buses or super-buses with degrees 1.

The remainder of this paper is organized as follows. In Section II, we present our system model as well as the adversary model. The PFDD framework and its feasibility explorations are elaborated in Section III, followed by discussions on its limitations in Section IV. Section V closes the paper with the conclusion.

II. SYSTEM AND ADVERSARY MODELS

In this section, we show the system model and adversary model considered in this paper.

A. System Model

In our study, we consider the power system state estimation involving a bad data detection (BDD) procedure (see Fig. 1) as our system model. Note that although we provide rigorous analyses for both DC and AC power flow based state estimation model, our main focus is on the DC model. Though AC model is more accurate than DC model, it is computationally expensive and highly complicated to be used in real-world applications. DC power flow model, on the other hand, allows much faster and simpler calculations than AC models without sacrificing the accuracy of analysis, especially in high-voltage transmission networks [14], [17], [18].

In a power system, state estimation is used to provide estimates of the internal system states given a collection of measurement data. According to the DC power flow model, the measurement data and system states are related by [19]

\[ z = Hx + \eta, \] (1)

where \( z \in \mathbb{R}^{m \times 1} \) is the measurement vector containing information of nodal power injections (i.e., generations and loads) and power flows, \( x \in \mathbb{R}^{n \times 1} \) is the system state vector including bus voltage phase angles, and \( \eta \in \mathbb{R}^{m \times 1} \) is the measurement noise vector with zero mean and covariance \( W \in \mathbb{R}^{m \times m} \), a diagonal matrix. Note that \( m \) and \( n \) are the numbers of measurements and system states, respectively. \( H \in \mathbb{R}^{m \times n} \) is the measurement Jacobian matrix implying the system connection and configuration information. It can be constructed by [20]

\[ H = \begin{bmatrix} A^\top DA \\ DA \\ -DA \end{bmatrix}, \] (2)

where \( A \in \mathbb{R}^{l \times n} \) denotes the branch-bus connection matrix and \( D \in \mathbb{R}^{l \times l} \) denotes a diagonal matrix whose diagonal entries are the negative susceptance values of all \( l \) branches in a power system.
Using the least squares method, the estimated system state vector \( \hat{x} \), with reference to Eq. (1), is given by

\[
\hat{x} = \arg \min (z - Hx)^\top W^{-1} (z - Hx).
\]  
(3)

The solution for this problem is then given by [21]

\[
x = (H^\top W^{-1}H)^{-1}H^\top W^{-1}z \stackrel{\Delta}{=} Az,
\]  
(4)

where \( \Lambda \stackrel{\Delta}{=} (H^\top W^{-1}H)^{-1}H^\top W^{-1} \). Then the estimated measurement data \( \hat{z} \) is given by \( \hat{z} = H\hat{x} = HAsz \). The measurement residual \( r \in \mathbb{R}^{m \times 1} \) can thus be calculated by

\[
r = z - \hat{z} = (I - HA)z, \quad \text{where} \quad I \in \mathbb{R}^{m \times m} \text{ is an identity matrix.}
\]

The BDD procedure is to check the following hypothesis testing

\[
\begin{align*}
\text{Null hypothesis} & : ||r|| > \tau \\
\text{Alternative hypothesis} & : ||r|| \leq \tau,
\end{align*}
\]  
(5)

where \( r = \sqrt{W^{-1}r} \) is the normalized measurement residual vector. This testing is to compare the Frobenius norm of the normalized measurement residual \( ||r|| \) with a predefined threshold \( \tau \). Specifically, if \( ||r|| > \tau \), the null hypothesis is accepted, indicating the existence of anomalous residuals; hence bad measurement data presents in \( z \). Otherwise (i.e., \( ||r|| \leq \tau \)), the null hypothesis is rejected, which implies no bad measurement data exists. The value of \( \tau \) can be determined with reference to [3].

### B. Adversary Model

In the adversary model, we consider FDI attacks on smart grids. To construct this attack, the attackers need to design an attack vector \( a \in \mathbb{R}^{m \times 1} \) and fabricate a malicious measurement vector \( z_a = z + a \). If there exists a vector \( c \in \mathbb{R}^{n \times 1} \) that can satisfy \( a = Hc \), a successful FDI is constructed and the original estimated system state vector \( \hat{x} \) is injected with an offset \( e \) by \( \hat{x}_a = \hat{x} + c \) [3]. This is because that with such false data being injected, the estimated system states vector \( \hat{x}_a \) with reference to Eq. (4) is given by

\[
\hat{x}_a = \Lambda z_a = \Lambda(z + a) = x + \Lambda Hc = x + c,
\]  
(6)

where \( \Lambda H = I \). The physical meaning of \( c \) is the injected offset on the system states (i.e., voltage phase angles here). Then, the Frobenius norm of the normalized measurement residual with false data injected \( ||r_a|| \) is given by [3]

\[
||r_a|| = ||\sqrt{W^{-1}(z_a - H\hat{x}_a)}||
= ||\sqrt{W^{-1}(z - H\hat{x} + (a - Hc))}||
= ||\sqrt{W^{-1}(z - H\hat{x})}|| \leq \tau.
\]  
(7)

In this case, no anomaly can be observed; therefore, FDI attacks cannot be detected by the existing BDD approach. However, as we can see and also proved by a line of studies [3], [11], [21], to inject a desired offset \( e \), the attackers must have full or at least partial useful knowledge of \( H \), as well as their corresponding attack capabilities. In this paper, to model various behaviors and attack strategies of different attackers with diverse capabilities and knowledge levels of \( H \) in real-world scenarios, we consider three types of FDI attacks, including

- Single-bus FDI attacks: this type of FDI attacks can only be planned and carried out on a specific single bus, i.e., \( c_i = \theta_i \) for \( i \in \mathcal{N} \). and \( c_j = 0 \) for \( \forall j \in \mathcal{N} \setminus i \), where \( \theta_i \) is a constant value of voltage phase angle. The attackers only need to have relatively weak attack capabilities and basic knowledge levels of \( H \).

Specifically, the attackers are able to launch successful single-bus FDI attacks on a specific bus as long as they have the knowledge of 1). this bus’s topology information (i.e., connection status to other buses), 2), the susceptibility information of this bus’s all incident branches, as well as 3). the capability of manipulating the measurement data of all the line meters and/or phasor measurement unit(s) relevant to this bus and all its incident branches [11].

- Uncoordinated multiple-bus FDI attacks: this type of FDI attacks can be simultaneously but independently planned and constructed on multiple buses in an uncoordinated mode, e.g., \( c = (0, \theta_{a1}, 0, 0, \theta_{a2}, \theta_{a3}, 0, \cdots)^\top \), where \( \theta_{a1}, \theta_{a2}, \text{ and } \theta_{a3} \) are distinct constant numbers of voltage phase angle. This type of FDI attacks can be regarded as multiple independent single-bus FDI attacks. In this case, the attackers need to have medium-level attack capabilities and advanced knowledge level of \( H \), i.e., the attack capability and knowledge level of launching multiple independent single-bus FDI attacks (with reference to the single-bus FDI attacks mentioned above).

- Coordinated multiple-bus FDI attacks (also called super-bus FDI attacks [11]); this type of FDI attacks can be simultaneously carried out on multiple buses in a coordinated mode, e.g., \( c = (\theta_{a1}, \theta_{a2}, 0, 0, \theta_{a3}, 0, \cdots)^\top \).

A super-bus is defined as a union of multiple interconnected buses, where all the united buses can be considered as a merged one. All the internal branches within a super-bus can be considered as being omitted, and all the external branches to other buses are considered as the branches of the super-bus. To launch a successful coordinated multiple-bus FDI attack, the attackers have to be with strong attack capabilities and expertise knowledge level of \( H \). Likewise, with reference to the single-bus FDI attacks, to mount a super-bus FDI attack, the attackers need to be equipped with the knowledge of the topology and branch susceptibility information of this super-bus, as well as the capability of manipulating all the measurement data relevant to this super-bus.

### III. The Feasibility of PFDD

In this section, we study the feasibility of using PFDD approach to detect FDI attacks on smart grids. First, we develop a framework for PFDD approach and show the rationale behind it. Then we evaluate the minimum efforts required for FACTS devices to identify FDI attacks with respect to the offsets that attackers desire to inject on the system states. Last but most important, we formulate and prove a theorem
regarding the minimum number of branches deployed with D-FACTS devices required to successfully detect FDI attacks.

A. The Framework for PFDD Approach and Its Rationale

As shown in Algorithm 1, we design a framework to describe the PFDD approach. The rationale behind this approach is discussed below.

Algorithm 1 Framework for PFDD Approach

1: procedure
2: 1. Activate the D-FACTS devices deployed on branches of interest;
3: 2. Update D matrix by $\Delta \mathbf{D} = \mathbf{D} + \Delta \mathbf{D}$;
4: 3. Update H matrix by Eq. (8);
5: 4. Conduct state estimation by Eq. (4) using updated $\mathbf{D}'$ and $\mathbf{H}'$;
6: 5. Execute BDD procedure by Eq. (5);
7: if $\| \mathbf{r}_a' \| > \tau$ then
8: output: FDI attack is detected.
9: else
10: output: No FDI attack is detected.
11: end if
12: end procedure

Given that D-FACTS devices are activated, the negative branch susceptance values are altered by $\Delta \mathbf{D} = \mathbf{D} + \Delta \mathbf{D}$, where $\Delta \mathbf{D}$ is a matrix of the negative variations of branch susceptance values. Accordingly, the Jacobian matrix is changed by

$$
\mathbf{H}' = \begin{bmatrix}
\mathbf{A}'\mathbf{D}'\mathbf{A}' \\
\mathbf{D}'\mathbf{A}' \\
-\mathbf{D}'\mathbf{A}'
\end{bmatrix} = \mathbf{H} + \begin{bmatrix}
\mathbf{A}'\Delta \mathbf{D} \\
\Delta \mathbf{D} \\
-\Delta \mathbf{D}
\end{bmatrix} = \mathbf{H} + \Delta \mathbf{H}, \quad (8)
$$

where

$$
\Delta \mathbf{H} = \begin{bmatrix}
\mathbf{A}'\Delta \mathbf{D} \\
\Delta \mathbf{D} \\
-\Delta \mathbf{D}
\end{bmatrix}. \quad (9)
$$

Note that in most cases, due to limited capabilities, the attackers are incapable of immediately harvesting the knowledge of the updated Jacobian matrix $\mathbf{H}'$ when D-FACTS devices are activated. Hence, during an FDI attack, the attack vector is still constructed by $a = \mathbf{H}c$ with the original knowledge of $\mathbf{H}$. With the reported measurement data $\mathbf{z}' = \mathbf{z} + \mathbf{H}c$, the normalized measurement residuals after state estimation is then given by

$$
\mathbf{r}'_a = \sqrt{\mathbf{W}^{-1}(\mathbf{z}' - \mathbf{H}'\mathbf{z}_a')} = \sqrt{\mathbf{W}^{-1}(\mathbf{z}' + \mathbf{a} - \mathbf{H}'(\hat{\mathbf{x}}' + \Delta \mathbf{x}))}
$$

where $\mathbf{z}'$, $\mathbf{z}_a'$, $\Delta \mathbf{x}$ are the updated measurement vector, estimated system state vector, and the injected offset on system state vector, respectively. In this case, the injected vector $\sqrt{\mathbf{W}^{-1}(\mathbf{a} - \mathbf{H}'\mathbf{x})} = \sqrt{\mathbf{W}^{-1}(\mathbf{H}c - \mathbf{H}'\mathbf{x})}$ no longer equals $\mathbf{0}$. It is, therefore, easy to lead to $\| \mathbf{r}'_a \| > \tau$ and to trigger the false data alarm. Subsequent sections will provide more details on in what cases, vector $\sqrt{\mathbf{W}^{-1}(\mathbf{a} - \mathbf{H}'\mathbf{x})}$ shall be equal to $\mathbf{0}$ or not.

B. Evaluation of the Minimum Efforts Required for D-FACTS Devices to Detect Effective FDI Attacks

By introducing the rationale of PFDD approach, we know that it is theoretically feasible to detect FDI attacks using this approach. Then, it is natural and valuable for us to evaluate the minimum efforts needed to detect effective FDI attacks by activating D-FACTS devices. Before starting further evaluations, we make the following definitions:

Definition 1. The efforts when using PFDD approach to detect FDI attacks is defined as the total absolute variations of all branches’ susceptance values by tuning D-FACTS devices, which is denoted by $|\text{diag}(\Delta \mathbf{D})|$. The minimum efforts required under DC model, subject to the constraints of D-FACTS capabilities and power flow balance requirements, is formulated by

$$
\text{min}_{\Delta \mathbf{D}} \quad \| \text{diag}(\Delta \mathbf{D}) \| \quad \text{s.t.} \quad \tau \leq \| \mathbf{r}'_a \|, \quad 0 \leq |\Delta d_k| \leq d_{k}^{\max}, \quad k \in \mathcal{L} \quad (11c)
$$

where $\text{diag}(\cdot)$ returns a vector containing the diagonal elements of a square matrix. $\Delta d_k$ is the $k$-th element of vector diag$(\Delta \mathbf{D})$. $\mathbf{r}'_a(\Delta \mathbf{D})$ denotes the updated normalized estimation residuals with false data injected, which is a function of $\Delta \mathbf{D}$. The set $\mathcal{L}$ is defined by $\mathcal{L} = \{1, 2, \cdots, l\}$ and $d_{k}^{\max}$ serves as the maximum variation of branch susceptance value that D-FACTS devices deployed on the $k$-th branch can achieve. $P_{i,G}$ and $P_{i,L}$ denote the nodal power injections, nodal power generations and power loads at bus $i$, respectively. Further, we denote the neighbour buses of bus $i$ by a set $\mathcal{N}_i$, and $P'_{ij}$ the updated power flow between buses $i$ and $j$ when D-FACTS are activated, which in DC model is calculated by

$$
P'_{ij} = -b'_{ij}(\theta'_i - \theta'_j) = d'_{k}(\theta'_i - \theta'_j), \quad (12)
$$
where $\theta_i'$ and $\theta_j'$ are the updated voltage phase angles on buses $i$ and $j$, $b_{ij}'$ is the updated susceptance of branch $(i,j)$ (also indexed as the $k$-th branch), and $b_{ij}' = -d_k' = -(d_k + \Delta d_k)$.

With regards to the constraints of this optimization problem, formulas (11c) and (11d) specify the capability constraints of D-FACTS devices and the optimal power flow balance requirements, respectively. More importantly, formula (11b) is specified for the successful identification of FDI attacks via the BDD procedure. The updated estimated system state vector $\hat{x}_a'$ with false data injected can be expressed as the true updated system states added by the injected offsets: $\hat{x}_a' = \hat{x} + \Delta \hat{x}$.

Also, according to Eq. (4), we have $\hat{x}_a' = \Lambda' \hat{z}_a' = \hat{x}' + \Lambda' \hat{a}$. Thus, $\Delta \hat{x}$ can be represented by $\Delta \hat{x} = \Lambda \hat{a}$. As a result, constraint (11b) with reference to Eq. (10) can be rewritten as

$$\tau < \| \mathbf{r}_a' (\Delta \mathbf{D}) \|$$

$$= \| \mathbf{r}' + \sqrt{\mathbf{W}^{-1}} (\mathbf{a} - \mathbf{H}' \Delta \mathbf{x}) \|$$

$$= \| \mathbf{r}' + \sqrt{\mathbf{W}^{-1}} (\mathbf{I} - \mathbf{H}' \Lambda') \mathbf{H} \mathbf{c} \|$$

In addition, recall that $|\mathbf{r}'| < \tau$ holds all the time under normal circumstances with reference to Section II-A, because the entries of vector $\mathbf{r}'$ are always sufficiently small (approaching to 0), and thus they can be reasonably neglected. In this way, by Eq. (13), we only need to consider

$$\tau < \| \sqrt{\mathbf{W}^{-1}} (\mathbf{I} - \mathbf{H}' \Lambda') \mathbf{H} \mathbf{c} \|$$

Note that for the sake of simplicity of expressions, we will not substitute $\mathbf{H}'$ and $\Lambda'$ by $\Delta \mathbf{D}$, but recall that $\Delta \mathbf{D}$ fully reflects the variations of $\mathbf{H}'$ and $\Lambda'$.

This optimization problem as formulated in Eq. (11) and the inequality as shown in Eq. (14) allow us to evaluate the relationship between the minimum $\| \text{diag}(\Delta \mathbf{D}) \|$ and $\mathbf{c}$, and obtain a general profile if given a specific power system with original designs of $\mathbf{A, D, W}$ and $\tau$.

2) Optimization Problem Formulation Under AC Model: The objective to minimize the efforts subject to constraints of D-FACTS capabilities and power flow balance requirements can also be formulated under AC power flow model, which is given by

$$\min_{\Delta \mathbf{D}} \| \Delta \mathbf{D} \|$$

s.t.

$$\| \mathbf{r}_a' (\Delta \mathbf{D}) \| > \tau$$

$$0 \leq |\Delta d_k| \leq d_{k}^{\max}, k \in \mathcal{L}$$

$$\mathbf{P}_i = \mathbf{P}_i + \mathbf{P}_{i,j} = \sum_{j \in \mathcal{N}_i} \mathbf{P}_{i,j}, i, j \in \mathcal{N}$$

These formulas are seemingly analogous to Eqs. (11a)-(11d), but it should be noted that the definitions of $\Delta \mathbf{D}$ and $\mathbf{r}_a'$ are different under AC power flow model. Specifically, $\mathbf{D} = (d_1, d_2, \ldots, d_l)^T \in \mathbb{R}^{l \times 3}$ is defined as the susceptance vector containing the susceptance values of all $l$ branches in a power grid and, correspondingly, $\Delta \mathbf{D}$ is the vector of susceptance variations when D-FACTS devices are activated, which is given by $\Delta \mathbf{D} = (\Delta d_1, \Delta d_2, \ldots, \Delta d_l)^T$.

With regard to $\mathbf{r}_a'$ under AC power flow model, since the measurement data $z_a' = z' + \mathbf{a}$ and system states $x_a$ are related by

$$z_a' = z' + \mathbf{a} = z' + \mathbf{h} (\mathbf{c}) = \mathbf{h}' (x_a') + \eta$$

based on the AC state estimation model [19], when FDI attacks are in presence and D-FACTS devices are activated, the normalized measurement residual vector $\mathbf{r}_a'$ is then given by

$$\mathbf{r}_a' = \sqrt{\mathbf{W}^{-1}} (z_a' - z_a') = \sqrt{\mathbf{W}^{-1}} [z_a' - \mathbf{h}' (x_a')]$$

where vector $\hat{x}_a'$ is now estimated by

$$\hat{x}_a' = \min_{x_a'} [z_a' - \mathbf{h}' (x_a')] \mathbf{W}^{-1} [z_a' - \mathbf{h}' (x_a')] = \sum_{i=1}^{m} \frac{(z_i' + h_i (\mathbf{c}) - b_i (\hat{x}_a'))^2}{\sigma_i^2}.$$

Note that $\sigma_i^2$ is the $i$-th element in the diagonal of matrix $\mathbf{W}$, and matrix $\mathbf{h}' = [h_1', h_2', \ldots, h_m']$ is the updated Jacobian matrix under AC power flow model containing the information of vector $\Delta \mathbf{D}$. Due to the strong nonlinearity of the relationship between $\mathbf{h}'$ and $\Delta \mathbf{D}$ under AC power flow model, we will not present it here. The above discussions show that the considered optimization problem can also be applied to AC power flow model. However, solving this highly nonlinear optimization problem is computationally expensive and difficult. Our subsequent discussions are, therefore, based on DC power flow model, which can be regarded as a useful simplification of AC model and will not compromise our findings regarding the feasibility and limitations of using PFDD to detect FDI attacks.

3) Relationship Evaluation Between $\| \text{diag}(\Delta \mathbf{D}) \|$ and $\mathbf{c}$: We evaluate the relationship by considering all the three types of FDI attacks under DC power flow model. Note that although our numerical results are obtained upon a 7-bus power grid (see Fig. 5), the method adopted to obtain the relationship, as aforementioned, applies to all power grids. Here, we solve the optimization problem by changing the susceptance value (using D-FACTS devices) of only one branch each time, solving the updated power flow analysis, and checking the BDD test. Repeat this procedure until the capability limits of D-FACTS devices are reached. Since the values of $\Delta d_k$ are discrete, the searching space is rather limited within the range.
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Fig. 4: The relationship between the minimum efforts and the injected voltage phase angle.

We have enumerated all possible values of $\Delta d_k$ and obtained the minimum efforts in a short time.

In the first case, we consider a single-bus FDI attack targeted on bus 2 and D-FACTS devices are deployed on branch (2, 5). Figure 2 shows the relationship between the minimum $|\Delta b_{25}|$ and $c_2$ under three measurement instances where $P_{3,L} = 130$ MW, $150$ MW, $170$ MW, respectively. $|\Delta b_{25}|$ is the absolute susceptance of branch (2, 5) and $c_2$ is the second entry of vector $c$. As we can see, the profiles are almost the same for different measurement instances. This justifies the aforementioned finding that this relationship is independent of $z$ (and $x$) because the entries of vector $r$ are always sufficiently small (approaching to 0) under normal circumstances. In addition, we can also see from each profile that the larger the absolute $c_2$, the lower minimum efforts are required. This indicates that it is easier for system defenders to detect FDI attacks with reckless behaviors injecting large offsets into $x$ expecting extensive damages or profits. On the other hand, when $|c_2| < c_{th}$, either enormous efforts are required or it is not feasible (beyond the adjustment capability of D-FACTS devices) to detect FDI attacks using PFDD. Let $c_{th} > 0$ be the tolerance threshold of voltage phase angle variation, denoting the maximum absolute value of injected voltage phase angle or measurement noises that a power grid can tolerate. The value of $c_{th}$ can be determined by Eq. (13) with a given $r$, and the solutions $\{c_{th,1}, c_{th,2}, \ldots, c_{th,n}\}$ for different buses might be slightly different due to various configurations. For such cases, $c_{th}$ may take the minimum solution, that is $c_{th} = \min\{c_{th,1}, c_{th,2}, \ldots, c_{th,n}\}$. Correspondingly, given $c_{th}$, a threshold $b_{th}$ for the minimum efforts required for D-FACTS devices to detect effective FDI attacks can also be determined according to Eq. (13).

In the second case, we consider an uncoordinated multiple-bus FDI attack targeted on both buses 2 and 5, and branch (2, 5) is deployed with D-FACTS devices. In Fig. 3, we evaluate the relationship between the minimum $|\Delta b_{25}|$ and $c_2$ under various values of $c_5$, the 5-th entry of $c$. As can be seen from this figure, although with different “central locations”, profiles similar to each other and to that in Fig. 2 are respectively obtained under various values of $c_5$. That is to say, the profile of the minimum efforts required for detecting an uncoordinated multiple-bus FDI attack is similar to that for a single-bus FDI attack, but the exact value is based on the injected phase difference (e.g., $c_2 - c_5$ here) between two targeted buses.

In the third case, a coordinated multiple-bus FDI attack on buses 1, 2, 3, 5, and 7 is simulated, and suppose that D-FACTS devices are deployed on all branches incident to bus 2. As shown in Fig. 4, anomalies (FDI attacks) can only be observed by activating D-FACTS devices on branches (2, 4) and (2, 6). This is because that the coordinated multiple-bus FDI attack injects the same values of voltage phase angle ($|\theta_k| > c_{th}$ by default here) onto all the targeted buses (buses 1, 2, 3, 5, and 7 here). Hence, no injected phase difference among these coordinated buses can be observed. In contrast, sufficient difference can be observed between the un-targeted and targeted buses (e.g., between 4 and 2 or 6 and 2 here).

C. Minimum Deployment Requirements of D-FACTS Devices to Detect FDI Attacks

The above discussions have shown that it is feasible to detect effective FDI attacks using PFDD approach. To facilitate later discussions, we summarize this finding into Statement 1.

Statement 1. In PFDD approach, D-FACTS devices deployed on a branch is able to detect the existence of effective FDI attacks targeted on either end bus(es) (with degrees both larger than 1) of this branch, if and only if the injected phase angle difference between the two end buses is larger than a tolerance threshold $c_{th}$.

When talking about the degree of a bus or super-bus throughout this paper, it indicates the number of branches (i.e., transmission lines) connecting this bus or super-bus to others. With this statement, we move on to study on the minimum number of branches that need to be deployed with D-FACTS
devices to guarantee the detection of all three types of effective FDI attacks.

Note that, it is necessary to assume that by activating D-FACTS devices, the states of some branches as well as the buses will be changed, but the power system will still operate normally due to the built-in robustness of the power grid.

Next, we make the following definitions to facilitate our discussions.

**Definition 3.** A branch is termed as a known branch if its susceptance is unalterable and can be known to the attackers; otherwise, it is termed as an unknown branch.

Typically, we regard a branch deployed with D-FACTS devices as an unknown branch because its susceptance can be altered by activating D-FACTS devices; and a branch without D-FACTS devices is termed as a known branch.

**Definition 4.** A bus is termed as a protected bus if it is connected to at least one unknown branch; and an unprotected bus otherwise.

![Fig. 5: An illustrative 7-bus power system with D-FACTS deployment covering a spanning tree.](image)

With these definitions, we can prove the theorem below.

**Theorem 1.** The PFDD approach is feasible to detect effective FDI attacks targeted on buses or super-buses with degrees larger than 1, if and only if the unknown branches cover at least a spanning tree of the power grid graph.

**Proof.** Sufficiency: Suppose that a set of $n-1$ branches building a spanning tree $T$ of the power grid graph $G = (V, E)$ are deployed with D-FACTS devices. According to Definitions 3 and 4, these $n-1$ branches are known branches, and all buses are protected buses as each of them is connected to at least one of these known branches. In this case, for any form of effective single-bus or uncoordinated multiple-bus FDI attacks, there must be at least one unknown branch connecting to the targeted bus(es). According to Statement 1, it is feasible to detect these FDI attacks by using PFDD with unknown branch(es). When it comes to effective coordinated multiple-bus FDI attacks, at most $n-1$ buses are targeted in such an attack, leaving at least one bus untargeted. Thus, there must be a cut $C = \{V^l, V^n\}$ that divides the buses in a grid graph into two sets - targeted buses set $V^l$ and un-targeted buses set $V^n$, where $V^l \cup V^n = V$. The cut-set of $C$ contains edges that have one endpoint in $V^l$ and the other in $V^n$. Given that the unknown branches contain a spanning tree (as an example shown in Fig. 5), the cut-set must involve at least one unknown branch for any form of effective coordinated multiple-bus FDI attacks. Hence, any form of effective coordinated multiple-bus FDI attacks can be detected by using PFDD.

Necessity: If unknown branches in a power grid do not contain a spanning tree, there must be at least one cut $C = \{V^l, V^n\}$ that divides the buses in a grid graph into two sets $V^l$ and $V^n$, where its cut-set involves no unknown branch. Then, a coordinated multiple-bus FDI attack on all buses in either one set ($V^l$ or $V^n$) but none in the other set can be successfully launched without being detected, because no unknown branch is involved in the cut-set to detect such an FDI attack using the PFDD approach. Specifically, if there are only $n-2$ unknown branches in a power grid, there must exist one and only one cut-set $S = \{u, v\} \in E$ dividing $V$ into $V^l$ and $V^n$, where any branch $(u, v) \in S$ connected with the $n-2$ unknown branches can form a spanning tree $T$ of the grid graph $G$. Then, all buses in either $V^l$ or $V^n$ can be regarded as a super-bus. Since there is no unknown branch connecting this super-bus to any other external nodes, effective FDI attacks targeted on this super-bus cannot be detected as per Statement 1. Likewise, when there are fewer unknown branches, there must exist more than one cut-sets covering no unknown branch, which makes it unable to detect FDI attacks using the PFDD approach.

IV. DISCUSSIONS ON PFDD LIMITATIONS

In this section, we shall discuss on the limitations of using PFDD to detect effective FDI attacks targeted on buses or super-buses with degrees 1.

A. Limitations of Detecting FDI Attacks Using PFDD

Our findings of the limitations by using PFDD to detect FDI attacks are summarized in Theorem 2 and Corollary 1.

**Theorem 2.** Given a power grid hosting buses or super-buses with degrees equalling 1, the PFDD approach is not able to detect effective FDI attacks targeted on these buses or super-buses.

**Proof.** Let $e_k \in \{0, 1\}^{1 \times 1}$ denote a unit column vector whose $k$-th entry equals 1, and $\delta_i \in \{0, 1\}^{n \times 1}$ a unit column vector whose $i$-th entry equals 1. Define $\mu_{ij} \triangleq \delta_i - \delta_j$. In this way, matrices $A$ and $D$ can be written as

$$A = \sum_{k \in L} \epsilon_k \mu_{ij}^T, \quad D = \sum_{k \in L} -b_{ij} \epsilon_k \epsilon_k^T,$$

where $k \sim \{i, j\}$, denoting that branch $k$ connects buses $i$ and $j$. Let $\rho_S \in \{0, 1\}^{(n+2) \times 1}$ denote a unit column vector...
whose \(i\)-th entry equals 1 for \(\forall i \in \mathcal{S}\), where \(\mathcal{S}\) is a set of bus indices. Then, \(\mathbf{H}\) matrix can be rewritten as

\[
\mathbf{H} = \begin{bmatrix} \mathbf{A}^T \mathbf{D} \mathbf{A} \\ -\mathbf{D} \mathbf{A} & -\mathbf{D} \mathbf{A} \end{bmatrix} = \begin{bmatrix} \sum_{k \in \mathcal{L}} \mu_{ij}^k H_j^k \\ \sum_{k \in \mathcal{L}} b_{ij} e_k \mu_{ij}^k \\ \sum_{k \in \mathcal{L}} b_{ij} e_k \mu_{ij}^k \end{bmatrix}
\]

(20)

For a single bus with degree 1: Suppose that an effective single-bus FDI attack is targeted on bus \(\zeta \in \mathcal{N}\) with degree 1, and bus \(\gamma \in \mathcal{N}\) is the only neighbor of bus \(\zeta\) connected by branch \(\ell \in \mathcal{L}\). The attacker aims to inject \(\theta_a\) to bus \(\zeta\) by designing \(c = (0, 0, \ldots, 0, \theta_a, 0, \ldots, 0)^T\), which can be rewritten as \(c = \theta_a \mu_{\zeta}^c\). In this case, the attack vector \(\mathbf{a}\) is written as

\[
\mathbf{a} = \mathbf{H} \mathbf{c} = -b_{\zeta,\gamma}(\rho_{(\zeta, n+\ell)} - \rho_{(\gamma, n+\ell)}) \theta_a^T \mu_{\zeta}^c \theta_a \mu_{\gamma}^c
\]

(21)

If D-FACTS devices deployed on branch \(\ell\) are activated, the susceptibility of this branch is updated to \(b_{\zeta,\gamma}'\), and \(\mathbf{H}\) matrix is updated to \(\mathbf{H}'\). Then, we have the following major finding:

\[
\mathbf{a} = \mathbf{H} \mathbf{c}^c = -b_{\zeta,\gamma}'(\rho_{(\zeta, n+\ell)} - \rho_{(\gamma, n+\ell)}) \theta_a^T \mu_{\zeta}^{c'} \theta_a
\]

(22)

Based on Eq. (10), \(\|\mathbf{R}_n(A \Delta)\|\) can be rewritten as

\[
\|\mathbf{R}_n(A \Delta)\| = \|\mathbf{R}' + \sqrt{\mathbf{W}^{-1}(\mathbf{a} - \mathbf{H}' \Delta \mathbf{x})}\|
\]

(23)

It means that no FDI alarm will be triggered if using PFDD to detect effective FDI attacks targeted on single buses with degrees 1.

For a super-bus with degree 1: Suppose that an effective coordinated multiple-bus FDI attack is targeted on buses \(\mathcal{B} = \{\zeta, \zeta + 1, \cdots, \zeta + t\}\), where \(t\) is a positive integer. These buses form into a super-bus with degree 1, and branch \(\ell\) is the only external branch of this super-bus connecting buses from \(\zeta\) to \(\gamma\), i.e., \(\ell \in \{\zeta, \gamma\}\). The attacker aims to inject \(\theta_a\) to this super-bus by designing

\[
c = (0, 0, \ldots, 0, 0, \theta_a, \ldots, 0, \theta_a, 0, \ldots, 0)^T
\]

which can be rewritten as \(c = \theta_a \sum_{i=0}^{\ell} \delta_{\zeta+i}\). In this case, the attack vector \(\mathbf{a}\) is written as

\[
\mathbf{a} = \mathbf{H} \mathbf{c} = \sum_{k \in \mathcal{L}^B} -b_{ij}(\rho_{(i, n+k)} - \rho_{(i, n+l+k)}) \mu_{ij}^k \times \sum_{i=0}^{\ell} \delta_{\zeta+i},
\]

(24)

where \(\mathcal{L}^B\) denotes the set of branches incident to any of the buses in set \(\mathcal{B}\). It is worth noting that \(\forall k \in \mathcal{L}^B \setminus \ell\), there must be both \(i, j \in \mathcal{B}\). As for branch \(\ell, \zeta \in \mathcal{B}\) and \(\gamma \notin \mathcal{B}\). Then, Eq. (24) can be rewritten as

\[
a = \sum_{k \in \{L^B, \ell\}} -b_{ij}(\rho_{(\zeta, n+k)} - \rho_{(\gamma, n+l+k)}) \mu_{ij}^k \delta_{\zeta+i} + \sum_{k \in \{L^B, \ell\}} -b_{ij}(\rho_{i} - \rho_{j} + \rho_{n+k} - \rho_{n+l+k}) \delta_{\zeta+i} + \sum_{k \in \{L^B, \ell\}} (\rho_{\zeta} - \rho_{\gamma} + \rho_{n+\ell} - \rho_{n+l+\ell}) \delta_{\zeta+i}
\]

(25)

We have the same finding as that shown in Eq. (21). Hence, \(\mathbf{H} = \mathbf{H}'\) also holds for an effective coordinated multiple-bus FDI attack targeted on a super-bus with degree 1, leading to the failure in detecting such an attack using PFDD approach. Note that similar to the finding as shown in Eq. (22), although such an FDI attack remains undetected, it is eventually transformed to another FDI attack with

\[
c' = (0, 0, \ldots, 0, 0, \theta_a', \ldots, 0, \theta_a', 0, \ldots, 0)^T
\]

(26)

where \(\theta_a' = \frac{b_{\zeta,\gamma}' \theta_a}{b_{\zeta,\gamma}}\).

Corollary 1. Given a single bus or a super-bus \(\zeta\) with degree 1 (as for a super-bus, \(\zeta\) represents the bus having the external branch), the external incident bus is denoted by \(\gamma\), and the branch connecting these two buses is denoted by \(\ell\). Without knowing the susceptibility of branch \(\ell\), as long as FDI attackers can inject \(P_a\) to \(P_{t\gamma}\), \(P_{\gamma n}\), and \(P_{\gamma n}\) to \(P_{\gamma t\gamma}\), this FDI attack cannot be detected by using PFDD, where \(P_{t\gamma}, P_{\gamma n},\) and \(P_{\gamma n}\) denote the nodal power injections of bus \(\zeta\), nodal power injections of bus \(\gamma\), power flow of branch \(\ell\) \(\sim \{\zeta, \gamma\}\), and a constant power value, respectively.

Proof. Recall that \(z\) is an \(m \times 1 = (n + 2l) \times 1\) column vector comprising \(n\) nodal power injections \(P_1 = \{P_1, P_2, \cdots, P_n\}\) and \(2l\) power flows \(P_F = \{P_{ij}|i, j \in \mathcal{N}, k \sim \{i, j\}, k \in \mathcal{L}\}\) and \(-P_F\). Then, \(z\) can be represented by

\[
z = (P_1, P_F, -P_F)^T
\]

(27)

If FDI attackers can inject \(P_a\) to \(P_{t\gamma}\), \(-P_a\) to \(P_{\gamma n}\), and \(P_a\) to \(P_{\gamma t\gamma}\), this means that the attacker can construct an attack vector

\[
a = P_a(\rho_{(\zeta, n+\ell)} - \rho_{(\gamma, n+l+\ell)})
\]

Based on Eq. (22), we know that when PFDD is employed,

\[
\mathbf{H}'c' = P_a(\rho_{\zeta} - \rho_{\gamma} + \rho_{n+\ell} - \rho_{n+l+\ell}),
\]

(28)

where

\[
c' = (0, 0, \ldots, 0, \theta_a', \ldots, 0, \theta_a', 0, \ldots, 0)^T
\]

(29)
In this case, data falsifications are equivalent to adding an attack vector constructs. Suppose that an FDI attacker aims to inject $B$ FACTS devices deployed on branch $-a$ to $\theta$ and an attack vector $\zeta$. Such FDI attacks cannot be detected by using PFDD with reference to Eq. (23).

### B. Case Study

In this subsection, we take an 8-bus power system (see Fig. 6) and an IEEE standard 39-bus system (see Fig. 7) as examples to illustrate effective FDI attacks targeted on a single bus and a super-bus with degree 1, respectively. Note that, we have also conducted extensive simulations on IEEE standard 118-bus and 300-bus systems, respectively, both of which verified our findings.

1) Case 1: An Effective FDI Attack Targeted on Bus 8 in an 8-Bus System: Suppose that an FDI attacker aims to inject $\theta_a$ to bus 8’s phase angle $\theta_8$, he/she constructs
\[
c = \theta_a \delta_8 = (0, 0, 0, 0, 0, 0, 0, \theta_a)^T
\]
and an attack vector $a$ by
\[
a = Hc = -b_{78} \theta_a (\rho_{\{7,1-n+9\}} - \rho_{\{8, n+1-t+9\}}).
\]

In this case, data falsifications are equivalent to adding $-b_{78} \theta_a$ to $P_7$, $b_{78} \theta_a$ to $P_8$, $-b_{78} \theta_a$ to $P_{78}$, and $b_{78} \theta_a$ to $P_{87}$ via compromised meters. When system defenders activate D-FACTS devices deployed on branch $B9$, $b_{78}$ is changed to $b'_{78}$. According to Eqs. (22) and (23), this FDI attack cannot be detected by PFDD, but an offset of $\theta'_a = b_{78} \theta_a / b'_{78}$ other than $\theta_a$ is injected to $\theta_8$. This is equivalent to an FDI attack with $c = (0, 0, 0, 0, 0, 0, 0, \theta'_a)^T$.

2) Case 2: An Effective FDI Attack Targeted on a Super-Bus Composed of Buses 1, 2, 3, and 4 in an 8-Bus System: Suppose that an FDI attacker aims to inject $\theta_a$ to the phase angles of a super-bus composed of buses 1, 2, 3, and 4, he/she constructs
\[
c = \theta_a(\delta_1 + \delta_2 + \delta_3 + \delta_4) = (\theta_a, \theta_a, \theta_a, 0, 0, 0, 0)^T
\]
and an attack vector $a$ by
\[
a = Hc = -b_{16,19} \theta_a (\rho_{19} - \rho_{19-16} + \rho_{n+25} - \rho_{n+1-t+25}),
\]
where 25 is the index of branch $B25$ that connects buses 16 and 19. Then the measurement data $z$ is falsified by $\hat{z} = z + a$. In this case, data falsifications are equivalent to adding $-b_{16,19} \theta_a$ to $P_{19}$, $b_{16,19} \theta_a$ to $P_{19}$, $-b_{16,19} \theta_a$ to $P_{19,16}$, and $b_{16,19} \theta_a$ to $P_{19,16}$ via compromised meters. When system defenders activate the D-FACTS devices deployed on branch $B25$, $b_{16,19}$ is changed to $b'_{16,19}$. According to Eqs. (25) and (23), this FDI attack cannot be detected by PFDD and an offset of $\theta'_a = b_{16,19} \theta_a / b'_{16,19}$ is injected to $\theta_{19}, \theta_{21}, \theta_{33}$, and $\theta_{34}$, respectively. This is equivalent to an FDI attack with
\[
c = (0, 0, 0, 0, \hat{\theta}_a, \hat{\theta}_a, \hat{\theta}_a, 0, 0, 0)^T
\]
and an attack vector $a$ by
\[
a = Hc = -b_{16,19} \theta_a (\rho_{19} - \rho_{19-16} + \rho_{n+25} - \rho_{n+1-t+25}),
\]
when the susceptance of branch $B25$ is $b'_{16,19}$.
V. CONCLUSIONS

In this paper, we systematically investigated the feasibility and limitations of using PFDD approach to detect FDI attacks on smart grids. Taking into account three types of FDI attacks namely single-bus, uncoordinated multiple-bus, and coordinated multiple-bus FDI attacks respectively, we obtained the profiles of the minimum efforts required for activating D-FACTS devices to detect FDI attacks. We proved that PFDD can detect all these three types of FDI attacks if and only if the deployment of D-FACTS devices covers branches containing at least a spanning tree of the grid graph. In addition, the limitations of PFDD were also investigated with findings that the PFDD approach is not able to detect effective FDI attacks targeted on buses or super-buses with degrees 1.

This study has been solely focusing on the feasibility and limitations of using D-FACTS devices in proactive detection of FDI attacks. It can be imagined that activating D-FACTS devices tuning at random intervals may catch FDI attackers by surprise. Many open issues, such as the potential effects of proactively tuning D-FACTS devices on power system stability, however still request careful studies before such proactive detection methods could, if ever, be put into real-life applications. Investigating on such open issues shall be of our future research interest.
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