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Abstract

This paper presents a scheme for designing a totally decentralized adaptive stabilizers for a class of large-scale systems with subsystems having arbitrary relative degrees. In the control design, both strong static interactions and weak dynamic interactions are considered. It is shown that with the proposed controller global stability of the overall system and perfect regulation can be guaranteed in the presence of these interactions. The transient performance of the adaptive system with the proposed decentralized controller is also evaluated by both $L_\infty$ and $L_2$ bounds of the tracking errors. It is shown that these bounds can be made arbitrarily small by properly choosing the control design parameters.
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1. Introduction

In the control of a large-scale system, adaptive control strategy is an efficient and effective way to treat the parametric uncertainties in the system. In the situations where the centralized information and centralized computing capability are not available or not feasible, totally decentralized adaptive controllers are viable solutions. In this case it is required to design a local controller for each subsystem using only local information while guaranteeing the stability of the overall system. Also, it is desired to obtain a totally decentralized controller with improved transient performance. This problem has received increasing attention and a number of results have been obtained. According to the form of the interactions considered in the control design, these methods can be classified into two categories. One is to consider a kind of static interactions where the norm of states are usually bounded by a polynomial function (e.g., Ionannou, 1986; Gavel & Siljak, 1989; Fu, 1992; Shi & Singh, 1992; Wen, 1994a,b; Huseyn, Sezer & Siljak, 1982). The other considers the dynamic interactions (e.g., Ionannou & Kokotovic, 1985; Hill, Wen & Goodwin, 1988; Wen & Hill, 1992; Wen, 1994a,b; Ortega, 1996; Wen & Soh, 1997; Ortega & Herrera, 1993). Since dynamic interactions have infinite memory, it cannot be covered by static interactions and vice versa. It was shown that strong interactions between the subsystems can be allowed for the first case while only weak interactions are allowed in the second kind of decentralized controllers in order to establish the stability of the whole system. Recently in Jain and Khorrami (1997a,b), decentralized adaptive controllers were proposed for a class of large-scale nonlinear systems with static high-order interconnections. In these recent results, bounded disturbances with special gains are also considered. However, it is worthy to mention that so far the issue of transient performance was only considered in the partially decentralized adaptive control design (see Ho & Datta, 1996). For totally decentralized adaptive control design, it is still an open problem.

The major difficulty in the design of totally decentralized adaptive controllers is to establish the stability of the overall system. In the case of static interactions, it is easier to employ the second Lyapunov method to obtain...
the stability results. But, it is harder for the case that the large-scale system has dynamic interactions and subsystems with relative degree greater than two. This difficulty was later overcome in Wen and Hill (1992) and Wen (1994a,b) by using an inductive stability analysis method and in Ortega and Herrera (1996) by employing a high-order estimator, where only dynamic interactions were considered. Recently in Wen (1994a,b), the backstepping approach was employed to handle the decentralized control problem for large-scale systems which may have strong static interactions. The advantage of backstepping design technique is that the controller and the adaptive update laws can be designed at the same time, and this can improve the system transient performance. Also, the relative degree of the plant to be controlled is not an issue in the design. Although a backstepping technique was used to design decentralized adaptive controllers for systems with dynamic interconnections in Wen and Soh (1997), the adaptive law and controller design are separated and it is impossible to guarantee the transient performance by adjusting design parameters. In this paper, we use the backstepping technique to design totally decentralized adaptive controllers for large-scale systems with both strong static interactions and weak dynamic interactions. It is shown that decentralized adaptive stabilization can be achieved by the proposed controllers. The $L_1$ and $L_2$ bounds of the tracking errors are given to evaluate the system transient performance, and the improved transient performance of the whole system can be achieved by choosing the control design parameters suitably. It can also be shown that the obtained results are still applicable to the case where the large-scale system is corrupted by the same type of disturbances as in Jain and Khorrami (1997a,b).

2. Problem formulation

Consider a large-scale system consisting of $N$ interconnected subsystems, and the $i$th subsystem is modelled by

$$\dot{x}_{ai} = A_{ai}x_{ai} + b_{ai}u_i + \sum_{j \neq i}^{N} \tilde{f}_{ij}(t, y_j),$$

$$y_i = c_{ai}^T(1 + \mu_i \Delta_i(s))x_{ai} + \sum_{j=1}^{N} \mu_{ij} \Delta_{ij}(s)y_j,$$

where $x_{ai} \in \mathbb{R}^{n_i}$, $y_i \in \mathbb{R}$ and $u_i \in \mathbb{R}$ are, respectively, the local states, output and input; $A_{ai}, b_{ai}, c_{ai}$ are constant matrices of appropriate dimensions; $\tilde{f}_{ij}(t, y_j) \in \mathbb{R}^{n_i}$ and $\Delta_{ij}(s)y_j (i \neq j)$ denote, respectively, the static interactions and the dynamic interactions from the $j$th subsystem to the $i$th subsystem; $\Delta_i(s)$ is the unmodeled dynamics in the $i$th subsystem; and $\mu_{ij}$ are positive scalars specifying the magnitudes of dynamic interactions and unmodeled dynamics.

For system (1), we make the following assumptions.

**Assumption 2.1.** For each subsystem, the order $n_i$ is known and the triple $(A_{ai}, b_{ai}, c_{ai})$ is completely controllable and observable. In the transfer function

$$G_i(s) = \frac{c_{ai}^T s I_{n_i} - A_{ai}}{s^b + a_0^b s^{b-1} + \cdots + a_0^b},$$

$$B_i(s) = \frac{b_{ai}^m c_{ai} + \cdots + b_{ai}^0}{A_i(s)} = \frac{b_{ai}^m c_{ai} + \cdots + b_{ai}^0}{s^m + a_0^m s^{m-1} + \cdots + a_0^m},$$

(2)

$B_i(s)$ is stable. The relative degree $\rho_i = n_i - m_i$ and the sign of $b_{ai}^m$ are known.

**Assumption 2.2.** For the nonlinear interactions $\tilde{f}_{ij}(t, y_j)$, we have $||\tilde{f}_{ij}(t, y_j)|| \leq \bar{\gamma}_{ij}|y_j|$, where $\bar{\gamma}_{ij}$’s are positive numbers denoting the strengths of interactions.

**Assumption 2.3.** $\Delta_i(s) (i = 1, \ldots, N; j = 1, \ldots, N)$ are stable and strictly proper with unity high-frequency gains.

**Remark 1.** In system (1), both the static and the dynamic interactions, which are denoted by $\tilde{f}_{ij}(t, y_j)$ and $\Delta_{ij}(s)y_j$, are included. Besides, each subsystem is allowed to have unmodeled dynamics denoted by $\Delta_i(s)$.

**Remark 2.** Assumptions 2.1 and 2.2 are similar to those made in Wen (1994a,b). They are also usually used in nonadaptive decentralized control design schemes (e.g., Huseyin et al., 1982). Since unmodeled dynamics in each subsystem are considered, an additional Assumption 2.3 is made. It is evident that the unmodeled dynamics satisfying such an assumption can often be found in many practical situations such as large-scale power systems. Thus, this assumption is reasonable in practice.

The control objective is to design a local adaptive controller for each subsystem given by (1) using only local information such that the overall interconnected system is stable and all the outputs $y_i$ are regulated to zeros.

3. Design of decentralized controllers

In this section, the backstepping technique is employed to design the desired controllers. To this end, system (1) is firstly transformed into a form for which the backstepping design can be performed.

As well known, there exists a nonsingular matrix $T_i$ for $i$th subsystem (1), by which the $i$th subsystem can be transformed into the following form:

$$\dot{x}_i = A_{0i}x_i - a_i x_i^3 + \begin{bmatrix} 0_{(\rho, 1) \times 1} \\ b_i \end{bmatrix} u_i + f_i,$$

$$y_i = x_i^1 + \mu_i \Delta_i(s)x_i^1 + \sum_{j \neq i}^{N} \mu_{ij} \Delta_{ij}(s)y_j,$$

(3)
where
\[ A_{0i} = \begin{bmatrix} 0_{m_i-1 \times 1} & I_{n_i-1} \\ 0 & 1 \end{bmatrix}, \]
\[ a_i = [a_i^{m_i-1}, \ldots, a_i^1, a_i^0]^T, \]
\[ b_i = [b_i^m, \ldots, b_i^1, b_i^0]^T, \]
\[ x_i = T_i^{-1}x_{ai}, \quad f_i = \sum_{j \neq i} T_i^{-1}f_j(t, y_j). \]

For clarity of illustration, the superscript \( k \) of a vector will be used to denote the \( k \)th element of this vector in the remaining parts of this paper.

Let \( L_i(s) \) be a stable polynomial given by
\[ L_i(s) = s^{n_i} + l_i^1 s^{n_i-1} + \cdots + l_i^1 s + l_i^0 \]
Then the estimate of \( x_i \) can be obtained by
\[ \hat{x}_i = -\xi_i - \sum_{k=0}^{n_i-1} a_i^k \tilde{x}_{i,k} + \sum_{k=0}^{m_i} b_i^k v_{i,k}, \tag{4} \]
where
\[ \dot{\tilde{x}}_i = A_i \tilde{x}_i + e_i, \quad \tilde{x}_{i,k} = (A_i)^{k} \eta_i \quad \text{for} \quad 1 \leq k \leq n_i, \]
\[ \dot{\xi}_i = A_i \xi_i + e_i, \quad v_{i,k} = (A_i)^{k} \xi_i \quad \text{for} \quad 1 \leq k \leq m_i \]
with \( A_{ii} = A_{0i} - [l_i^1, l_i^2, \ldots, l_i^0] (e_i)_i^T \) and \( e_{i,k} \) denoting the \( k \)th coordinate vector in \( \mathbb{R}^{n_i} \). From (3) and (4), it can be shown that the estimation error \( e_i = x_i - \hat{x}_i \) satisfies
\[ \dot{e}_i = A_i e_i + (a_i - l_i) \left( \mu_i \Delta_i(s)x_i + \sum_{j=1}^{N} \mu_{ij} \Delta_j(s)y_j \right) + f_i, \tag{5} \]
where \( l_i = [l_i^1, l_i^2, \ldots, l_i^0]^T \).

Introduce the following notations:
\[ \theta_i = [b_i^T, a_i^T]^T, \tag{6} \]
\[ \omega_i = [v_{i,m_i}, v_{i,m_i-1}, \ldots, v_{i,0}, \Xi_{i,2} - y_i(e_i)_i^T]^T, \tag{7} \]
\[ \bar{\omega}_i = [0, v_{i,m_i}, \ldots, v_{i,0}, \bar{\Xi}_{i,2} - y_i(e_i)_i^T]^T \tag{8} \]
with \( \bar{\Xi}_{i,2} = - (e_i)_i^T [\xi_i, -\xi_i, \ldots, \xi_i, \hat{\xi}_i, \hat{\xi}_i] \) and define
\[ z_i^1 = y_i, \tag{9} \]
\[ z_i^k = v_{i,m_i} - \xi_{i,k-1} \quad \text{for} \quad 2 \leq k \leq \rho_i, \tag{10} \]
where \( \xi_{i,k-1} \) is the virtual control in the \((k-1)\)th step. Then, the \( i \)th local adaptive controller can be obtained by applying the similar control design procedures as in Krstic, Kanellakopoulos and Kokotovic (1995) to each subsystem. These controllers are summarized as below.

**Adaptive laws:**
\[ \dot{\tilde{\theta}}_i = \Gamma_i \tau_{i,\rho}, \tag{11} \]
\[ \dot{\tilde{\xi}}_i = -\gamma_i \text{sgn}(b_{i}^m)\tilde{x}_i z_i^1, \tag{12} \]
where \( \Gamma_i \) is positive-definite matrix with appropriate dimensions, and \( \tau_{i,\rho} \) is obtained through the following recursive procedures:
\[ \tau_{i,1} = (a_i - \hat{q}_i \tilde{x}_i v_{i,1}) z_i^1, \tag{13} \]
\[ \tau_{i,k} = \tau_{i,k-1} - \frac{\partial \xi_{i,k-1}}{\partial y_i} \omega_i \tilde{z}_i^k, \quad i = 1, 2, \ldots, \rho_i. \tag{14} \]

**Control law:**
\[ u_i = \mathcal{A}_i - v_{i,m_i}^1, \tag{15} \]
where
\[ \mathcal{A}_i = \hat{q}_i \tilde{x}_i \varepsilon, \]
\[ \tilde{x}_i = (c_i^1 + 2d_i^1) z_i^1 - \xi_i^2 - \bar{\omega}_i \tilde{\theta}_i \]
\[ \mathcal{A}_{i,2} = -\bar{\beta}_i^m z_i^1 - \left[ c_i^2 + 4d_i^2 \left( \frac{\partial \xi_{i,1}}{\partial y_i} \right)^2 \right] z_i^2 + \beta_{i,2}, \]
\[ \mathcal{A}_{i,k} = -z_i^{k-1} - \left[ c_i^2 + 4d_i^2 \left( \frac{\partial \xi_{i,k-1}}{\partial y_i} \right)^2 \right] z_i^k + \beta_{i,k}, \]
\[ \beta_{i,k} = \frac{\partial \xi_{i,k-1}}{\partial y_i} \left( \xi_i^2 - \omega_i^T \tilde{\theta}_i \right) + \frac{\partial \xi_{i,k-1}}{\partial y_i} \left( A_i \xi_i + e_i \right) + l_i v_{i,m_i} \]
\[ + \sum_{j=1}^{m_i+k} \frac{\partial \xi_{i,k-1}}{\partial \lambda_j} ( -l_i \lambda_j^1 + \lambda_j^{k+1}). \]

So far we have designed the local adaptive controllers for each of the subsystems. The stability of the overall closed-loop system consisting of the interconnected subsystems and these decentralized controllers will be established in the next section.

### 4. Stability analysis

The purpose of this section is to prove that there exists a positive number \( \mu^* \) such that the closed-loop system with the controller given by (15) is asymptotically stable for all \( \mu_i \in (0, \mu^*) \). To this end, the model for each local closed-loop system is given first.

By applying the similarity transformation as used in Krstic et al. (1995), each subsystem given by (3) can be represented by
\[ \dot{x}_i^1 = x_i^1 - a_i^{m_i-1} x_i^1 + f_i, \]
\[ \vdots \]
\[ \dot{x}_i^k = (c_i^k)^T \tilde{x}_i - a_i^{0} x_i^1 + b_i^m u_i + f_i, \]
\[ \tilde{x}_i = A_{hi} \tilde{z}_i + b_{hi} x_i^1 + f_i, \]
\[ y_i = x_i^1 + \mu_i \Delta_i(x) x_i^1 + \sum_{j=1}^{N} \mu_{ij} \Delta_{ij}(s) y_j, \tag{16} \]
where \( \tilde{x}_i = [x_i^1, x_i^2, \ldots, x_i^m, \tilde{z}_i]^T \).

The zero dynamics of the \( i \)th subsystem, \( A_{hi} \) is a matrix in
Then the error system subject to controller (15) is characterized by
\[
\begin{align*}
\dot{z}_i &= A_{zi}z_i + W_{ei}e_i^2 + (W_{ci})^T\delta_i - b_{ei}^m\hat{\delta}_i e_{i,1} \\
&\quad + W_{ei}\left[(s + a_i^{n-1})\left(\mu_i\Delta_i(s)\dot{x}_i^1 + \sum_{j=1}^{N} \mu_{ij}\Delta_j(s)y_j\right) + f_i^1\right], \\
\dot{e}_i &= A_{ei}e_i + (a_i - \bar{l}_i)(\mu_i\Delta_i(s)\dot{x}_i^1 + \sum_{j=1, j\neq i}^{N} \mu_{ij}\Delta_j(s)y_j) + f_i,
\end{align*}
\]
where
\[
\begin{align*}
\hat{\delta}_i &= b_{ni}\hat{\delta}_i + b_{hi}x_i^1 + \bar{f}_i, \\
\hat{h}_i &= A_{hi}\hat{h}_i + e_{i,n}z_i^1, \\
\dot{\delta}_i &= -\Gamma_iW_{hi}z_i, \\
\dot{h}_i &= -\gamma_i\text{sgn}(b_{ni}^m)\hat{\delta}_i, e_{i,1}^Tz_i,
\end{align*}
\] (17)
and \(A_{zi}, W_{ei},\) and \(W_{hi}\) are defined as in Krstic et al. (1995).

**Remark 3.** Comparing with the corresponding error system in Krstic et al. (1995), three new items appear in the error equations on \(z_i, e_i\) and \(\hat{\delta}_i,\) respectively, due to the presence of unmodeled dynamics and interactions.

In order to take the unmodeled dynamics into account in the stability analysis, we let \(v_{ij}\) be the states associated ith \(\Delta_j(s)\) and they are given by
\[
\begin{align*}
\dot{v}_{ii} &= A_{vii}v_{ii} + b_{vii}x_i^1, \\
\Delta_j(s)x_j^1 &= (1, 0, \ldots, 0)v_{ij}, \\
\dot{v}_{ij} &= A_{vij}v_{ij} + b_{vij}y_j \quad \text{for } j \neq i, \\
\Delta_j(s)y_j &= (1, 0, \ldots, 0)v_{ij}
\end{align*}
\]
where \(A_{vij}\) are Hurwitz. From the stability of \(\Delta_j(s),\) it is obvious that
\[
||\Delta_j(s)x_j^1||^2 \leq ||x||^2,
\]
(18)
where
\[
\chi_i \triangleq [\chi_{i,1}^T, \chi_{i,2}^T, \ldots, \chi_{i,n}^T]^T \quad \text{and} \quad \chi \triangleq [\chi_1^T, \chi_2^T, \ldots, \chi_N^T]^T.
\]
Since \(\Delta_j(s)\) is strictly proper, we have
\[
||\Delta_j(s)(s + a_i^{n-1})x_j^1||^2 \leq k_{i,1}||x_j||^2 + k_{i,2}||y_j||^2
\]
and
\[
||\sum_{j=1, j\neq i}^{N} \mu_{ij}\Delta_j(s)y_j||^2 \leq k_{i,0} \max_{1 \leq i \leq N} \sum_{j=1}^{N} |\mu_{ij}| ||y_j||^2
\]
where \(k_{i,0}, k_{i,1}\) and \(k_{i,2}\) are constants.

It is clear from (3) and (9) that
\[
x_i^1 = z_i^1 - \left(\mu_{ii}\Delta_i(s)x_i^1 + \sum_{j=1, j\neq i}^{N} \mu_{ij}\Delta_j(s)y_j\right).
\]
(19)
Thus,
\[
||\Delta_i(s)(s + a_i^{n-1})x_i^1||^2 \leq \left(k_{i,3} + 2k_{i,4} \max_{1 \leq j \leq N} |\mu_{ij}| ||y_j||^2\right) ||x_i^1||^2,
\]
(20)
where \(k_{i,3} = k_{i,2} + 2k_{i,1}\) and \(k_{i,4} = 2k_{i,1}.\) They are all constants which are independent of \(\mu_{ij}.\)

We are now in the position to present the stability result of system (17).

**Theorem 1.** Consider the adaptive system consisting of plant (3), estimators (11)–(12) and the controller law (15).

Under Assumptions A.1–A.3, there exists a constant \(\mu_{r}^a\) such that for all \(\mu_{ij} \leq \mu_{r}^a,\) all the signals of the closed-loop system are globally uniformly bounded, and
\[
\lim_{t \to \infty} |y_i(t)| = 0
\]
for arbitrary initial \(x_i(0).\)

**Proof.** Introduce the augmented Lyapunov function as
\[
V_i = \frac{1}{2} \sum_{j=1}^{N} (z_j^1)^2 + \sum_{j=1}^{N} \frac{\rho_j}{d_j} P_i e_j^T e_j + \frac{1}{2\gamma_i} (\ddot{\psi}_i - \ddot{\bar{g}}_i)^2
\]
\[
+ \frac{1}{2} \ddot{\bar{g}}_i^T \Gamma_i^{-1} \ddot{\bar{g}}_i + \frac{1}{k_{i,0}^p} \hat{h}_i^T P_i \hat{h}_i + \frac{1}{K_{i}^p} \hat{\delta}_i^T P_{bi} \hat{\delta}_i
\]
\[
+ \sum_{j=1}^{N} q_{ij}^p v_{ij}^T P_{ij} v_{ij},
\]
(21)
where \(P_i, P_{bi}\) and \(P_{vij}\) are the matrices satisfying the following Lyapunov equations:
\[
(A_{ii})^T P_i + P_i A_{ii} = -I_n,
\]
\[
(A_{bi})^T P_{bi} + P_{bi} A_{bi} = -I_{n-p},
\]
\[
(A_{vij})^T P_{vij} + P_{vij} A_{vij} = -I_{n-v_{ij}}.
\]
Using (17) and the relation \(y_i = z_i^1 + \mu_{ii}\Delta_i(s)x_i^1 + \sum_{j=1, j\neq i}^{N} \mu_{ij}\Delta_j(s)y_j,\) applying the inequality \(2xy \leq (||x||^2 + ||y||^2),\) and taking \(K_{i}^p, K_{i}^\gamma,\) and \(q_{ij}\) such that \(K_{i}^p \geq 16||P_i e_i, m\||^2/c_i, K_{i}^\gamma \geq 32||P_{bi} b_{hi}||^2/c_i,\) and \(q_{ij} \leq c_i^2/32||P_{vij} b_{vij}||,\) \(\forall 1 \leq j \leq N,\) we obtain
\[
\dot{V}_i \leq -z_i||x_i||^2
\]
\[
+ P_i (x_i^1)^2 + \frac{\rho_i}{d_i} \sum_{j=1}^{N} \left[\left(\mu_{ii}\Delta_i(s)x_i^1 + \sum_{j=1}^{N} \mu_{ij}\Delta_j(s)y_j\right)^2\right]
\]
\[
+ \frac{\gamma_i}{K_{i}^p} \hat{\delta}_i^T P_{bi} \hat{\delta}_i
\]
\[
+ \sum_{j=1}^{N} q_{ij}^p ||f_{ij}||^2 + \frac{8}{K_{i}^p} \sum_{j=1}^{N} \left(\sum_{j=1}^{N} \mu_{ij}\Delta_j(s)y_j\right)^2
\]
\[
+ \sum_{j=1}^{N} \left(\frac{8}{K_{i}^p} ||f_{ij}||^2 + \frac{4}{K_{i}^p} \sum_{j=1}^{N} ||\Delta_j(s)||\right)^2,
\]
(22)
where
\[
\alpha_i = \min\left\{ \frac{c_i^1}{8}, \frac{c_i^2}{2}, \ldots, \frac{c_i^p}{2}, \frac{c_i^q}{2}, \frac{1}{d_i^j} 1/2, \frac{1}{2K_i^1}, \frac{1}{4K_i^2}, \min_{1 \leq j \leq N} q_j \right\}
\]
\[
k_{i,5} = \frac{2}{c_i^1} + \sum_{j=1}^{\rho} \frac{1}{d_i^j} 1/4d_i^j
\]
\[
k_{i,6} = \|a_i - l_i\|^2 \|P_i\|^2 \sum_{j=1}^{\rho} \frac{8}{d_i^j} + \frac{4}{K_i^3} \|P_i b_i\|^2
\plus \frac{4q_i}{\|P_i b_i\|^2} \; \gamma_{ii} \|z_i\|^2, \mu = \max_{1 \leq i, j \leq N} \{ \mu_{ij} \}.
\]

From Assumption 2.2, we can show that
\[
\|f_i\| \|P_i\|^2 \sum_{j=1}^{\rho} \left( \frac{8}{d_i^j} \right) + \frac{c_i^1}{c_i^1} \|f_i\|^2 + \sum_{j=1}^{\rho} \frac{1}{d_i^j} \|f_i\|^2
\]
\plus \frac{4}{K_i^3} \|P_i b_i\|^2 \|f_i\|^2 \leq \sum_{k \neq i} d_i \gamma_{ik} (z_i^j)^2. \quad (23)
\]
Combining inequalities (18), (20), (22) and (23) gives

\[
\dot{V}_i \leq -(\alpha_i - (k_{i,6} + k_{i,3} k_{i,5}) \mu^2 - k_{i,4} \mu^4) \|z_i\|^2
\]
\plus \left( -\frac{c_i^1}{8} (z_i^j)^2 + \sum_{k \neq i} d_i \gamma_{ik} (z_i^j) \right). \quad (24)
\]
Now define a Lyapunov function of the overall system as

\[
V = \sum_{i=1}^{N} V_i. \quad \text{We have}
\]
\[
\dot{V} \leq - \sum_{i=1}^{N} (\alpha_i - (k_{i,6} + k_{i,3} k_{i,5}) \mu^2
\]
\minus k_{i,4} \mu^4) \|z_i\|^2 - Z^T S Z,
\quad (25)
\]
where

\[
Z^T = [z_1^1, z_2^2, \ldots, z_N^N],
\]
\[
S = (s_{ik})_{N \times N} = \begin{bmatrix}
\frac{c_i^1}{8} & & \\
- \frac{(d_i \gamma_{ik}^1 + d_i \gamma_{ik}^2), i \neq k.}
\end{bmatrix} \quad (26)
\]

It is clear that \(Z^T S Z\) can be guaranteed to be positive by suitably choosing the controller gains \(c_i^1\). Therefore, the conclusion of the theorem can be confirmed by taking \(\mu^*\) as

\[
\mu^* = \min_{1 \leq i \leq N}
\]
\times \left\{ \sqrt{(k_{i,3} k_{i,5}^2 + k_{i,6})^2 + 4 k_{i,4} k_{i,5} z_i^1 + (k_{i,3} k_{i,5} + k_{i,6})} \right. \]
\left/ \left(2 k_{i,4} k_{i,5}\right) \right\}. \quad (27)

Remark 4. This theorem only guarantees the stability of the composite system in the presence of sufficiently weak dynamic interactions. This is understandable because the interconnected system considered here is with a general model description. This general system description leads to the conservativeness on the strength of dynamic interactions in the same way as in Ionannou and Kokotovic (1985), Ionannou (1986), Wen and Hill (1992), Wen (1994a,b), and Wen and Soh (1997). Such a conservativeness can be greatly relaxed by allowing for certain information exchange between subsystems in control design as in Hill et al. (1988) and Ho and Datta (1996). However, this apparently sacrifices the total decentralization. It is also noted that there is no conservativeness imposed on the static interactions in our results. This is similar to the results in Gavel and Siljak (1989), Shi and Singh (1992), Wen (1994a,b) and Jain and Khorrami (1997a,b).

From the proof of Theorem 1, it can be readily shown that the following corollary is valid in the presence of unmodeled dynamics.

**Corollary 1.** The error system (17) has a globally uniformly stable equilibrium at the origin. Moreover, its \((4n_i + m_i + 2)\)-dimensional state converges to the \((n_i + m_i + 2)\)-dimensional manifold

\[
M_i = \{ z_i = 0, e_i = 0, \xi_i = 0, \eta_i = 0 \}. \quad (28)
\]

5. Transient performance of the adaptive system

In this section, the transient performance of the overall large-scale system under the proposed decentralized controllers is characterized by giving the \(L_2\) and \(L_{\infty}\) bounds of the tracking errors. To this end, the following lemmas are useful.

**Lemma 1.** Let \(h_{\Delta} \) be the impulse response of \(\Delta \dot{j}(s)\). Then,

\[
\|x_j^1\|_2 \leq \frac{1}{1 - \mu j\|h_{\Delta}\|_1} \left( \|z_j^1\|_2 + \sum_{i=1}^{N} \mu_{ij}\|h_{\Delta}\|_1 \|z_j^1\|_2 \right),
\]

\[
\|x_j^1\|_{\infty} \leq \frac{1}{1 - \mu j\|h_{\Delta}\|_1} \left( \|z_j^1\|_{\infty} + \sum_{i=1}^{N} \mu_{ij}\|h_{\Delta}\|_1 \|z_j^1\|_{\infty} \right).
\]

**Proof.** The conclusion follows immediately from (9), (19) and Theorem B.2 in Krtic et al. (1995).

**Lemma 2.** Consider the interactions \(f_j(t, y_j)\) satisfying Assumption 2. Then,

\[
\|f_j^1\|_p \leq \|f_j\|_p \leq \gamma_{ij}\|Z\|_p, \quad p = 2, \infty.
\]

**Proof.** The conclusion follows directly from the definition of \(p\)-norm and Assumption A.2.
Lemma 3. Suppose \( \max_{1 \leq i, j \leq N} \{\mu_{ij}\} \leq \mu^* \). The states of the adaptive system subject to the decentralized controllers are bounded by

\[
||z_i(t)|| \leq ||z_i(0)||e^{-\nu t} + \frac{1}{2\sqrt{c_i^0d_i^j}} 
\left(||\hat{\theta}_{ij}|| \rho ||h_{\omega}||_1 ||z_i^1||_p \right. \\
+ \kappa_{\omega} ||\hat{\theta}_{ij}|| \rho + \mu_i M_1(i,j)||z_i^1||_p \\
+ \sum_{j \neq i}^N \mu_j M_2(i,j)||z_i^1||_p + \gamma_{ij} M_3(i,j)||z_i^1||_p, \\
p = 2, \infty ,
\]

where

\[
M_1(i,j) = \frac{||h_{\omega}||_1 ||h_{\omega}||_1 + ||h_{\omega}||_1 + ||\hat{\theta}_{ij}|| \rho ||h_{\omega}||_1}{1 - \mu_i ||h_{\omega}||_1},
\]

\[
M_2(i,j) = \frac{||h_{\omega}||_1 ||h_{\omega}||_1 + ||h_{\omega}||_1 + ||\hat{\theta}_{ij}|| \rho ||h_{\omega}||_1}{1 - \mu_i ||h_{\omega}||_1} \\
+ ||h_{\omega}||_1 ||\hat{\theta}_{ij}|| \rho + 1, \\
\]

\[
M_3(i,j) = ||h_{\omega}||_1 + 1
\]

and all constants \( h_{\omega}, h_{\omega}^*, h_{\omega}^*, h_{\omega}^*, h_{\omega}^*, h_{\omega}^*, h_{\omega}^*, \) and \( \kappa_{\omega} \) are defined in the proof of the lemma.

Proof. Define \( V_{i\omega} = \frac{1}{2}z_i^Tz_i \). Differentiating \( V_{i\omega} \) along (17), we have

\[
\dot{V}_{i\omega} = -\sum_{j=1}^{\rho_i} c_j(z_j)^2 - 2d_i^j(z_i)^2 - 4 \sum_{j=2}^{\rho_i} d_i^j \left( \frac{\partial z_j-1}{\partial y_i} \right) (z_i)^2 \\
- \sum_{j=2}^{\rho_i} z_i^j \frac{\partial z_j-1}{\partial y_i} (c_j\hat{\theta}_{ij} + e_j^2 + (s + \alpha_{ij}^{-1}) \\
\times \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i^j \\
+ z_i^j (c_j\hat{\theta}_{ij} + e_j^2 + (s + \alpha_{ij}^{-1}) \\
\times \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i^j \\
\leq -\sum_{j=1}^{\rho_i} c_j(z_j)^2 - \frac{1}{2} \sum_{j=2}^{\rho_i} \left( \theta_j^Tc_j + e_j^2 + (s + \alpha_{ij}^{-1}) \\
\times \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i^j \right)^2 \\
\leq -\sum_{j=1}^{\rho_i} c_j(z_j)^2 + \frac{1}{4d_i^j} \left( \theta_j^Tc_j + e_j^2 + (s + \alpha_{ij}^{-1}) \\
\times \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i^j \right)^2,
\]

where \( c_i^0 \triangleq \max_{1 \leq j \leq \rho_i} \{c_i^j\} \) and \( d_i^j \triangleq \sum_{j=1}^{\rho_i} \{d_i^j\} \).

Applying Lemma B.5 in Krstic et al. (1995), we have

\[
||z_i(t)|| \leq ||z_i(0)||e^{-\nu t} + \frac{1}{2\sqrt{c_i^0d_i^j}} ||c_j\hat{\theta}_{ij} + e_j^2 + (s + \alpha_{ij}^{-1}) \\
\times \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i^j \right)^2, \\
p = 2, \infty .
\]

Thus,

\[
||z_i(t)|| \leq ||z_i(0)||e^{-\nu t} + \frac{1}{2\sqrt{c_i^0d_i^j}} \\
\times \left( ||c_j\hat{\theta}_{ij}|| \rho + ||e_j^2|| \rho \\
+ \left( s + \alpha_{ij}^{-1} \right) \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) \right)^2, \\
\]

(34)

Next, we evaluate the four \( p \) norms on the right-hand side of (34), respectively.

First, it is known from (5) that

\[
\dot{e}_i = A_{1i}e_i + (a_i - l_i) \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) + f_i.
\]

Alternatively, \( e_i^2 \) can be expressed as

\[
e_i^2 = H_{ai}(\mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j) + H_{ai}f_i,
\]

where \( H_{ai} \) and \( H_{ai} \) are the transfer functions of system (35) considering \( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \) and \( f_i \) as the inputs respectively.

Since \( A_{1i} \) is stable and strictly proper, then \( H_{ai} \) is stable and proper, and \( H_{ai} \) is stable and strictly proper. Thus,

\[
||e_i^2||_p \leq ||h_{\omega}||_1 \left( \mu_i \Delta_i(s)x_i^j + \sum_{j=1}^{N} \mu_j \Delta_j(s)y_j \right) \right||p \\
+ ||H_{ai}||_1 ||f_i||_p \\
\leq ||h_{\omega}||_1 \left( \mu_i ||h_{\omega}||_1 ||x_i^j||_p + \sum_{j=1}^{N} \mu_j ||h_{\omega}||_1 ||y_j||_p \right) \\
+ ||H_{ai}||_1 ||f_i||_p,
\]

where \( h_{\omega} \) and \( h_{\omega}^* \) are impulse responses of \( H_{ai}(s) \) and \( \Delta_i(s) \), respectively.
Using Lemmas 1 and 2, we obtain
\[
||\varphi^2||_p \leq ||h_{pl1}||_1 \left[ \frac{\mu_{ii}||h\varphi|^{2}_{pl1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} ||z^2||_p \right] \\
+ \frac{||h\varphi|^{2}_{pl1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p \\
+ \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p \right] + \gamma_{ij}||h\varphi|^{2}_{pl1} ||Z||_p.  
\]
(36)

Next, we evaluate \( ||\varphi^2||_p \). It follows from the definition of \( \omega_i \) that
\[
\omega_i = \frac{s + I_i}{L_i(s)} \left[ s^{m_i-1}, \ldots, s, 1 \right] A_i(s) B_i(s) \left[ s^{m_i-1}, \ldots, s, 1 \right] \\
\times \left( y_i - \left( \mu_{ii} A_i(s)x^1_i + \sum_{j \neq i}^{N} \mu_{ij} A_j(s)y^j_i \right) \right) + \omega^0_i(t) \\
= H_{ai} y_i + H_{ai} x^1_i + \sum_{j \neq i}^{N} H_{ai} y^j_i + \omega^0_i(t), 
\]
where
\[
H_{ai} = \frac{s + I_i}{L_i(s)} \left[ s^{m_i-1}, \ldots, s, 1 \right] A_i(s) B_i(s) \left[ s^{m_i-1}, \ldots, s, 1 \right] y_i, 
\]
and \( \omega^0_i(t) \sim \kappa_{ai} e^{-\lambda_i t} \) which is an exponentially decaying term due to the initial value of \( \omega_i \). Note that \( \kappa_{ai} \) and \( \lambda_i \) depend only on the plant and filter parameters instead of \( c_i, d_i \) and \( \Gamma_i \).

Thus,
\[
||\varphi_i||_p \leq ||H_{ai} y_i||_p + ||H_{ai} x^1_i||_p + \sum_{j \neq i}^{N} ||H_{ai} y^j_i||_p + \kappa_{ai} \\
\leq ||h_{ai}||_1 ||z^1_i||_p + ||H_{ai}||_1 ||z^2||_p + \sum_{j \neq i}^{N} ||H_{ai}||_1 ||z^2||_p \\
+ \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p \right] + \kappa_{ai}, 
\]
where \( h_{ai} \) and \( h\varphi|^{2}_{pl1} \) are impulse responses of \( H_{ai}(s) \) and \( H_{ai}(s) \), respectively.

Again using Lemmas 1 and 3, we get
\[
||\varphi^2||_p \leq ||\varphi^2||_p (||h\varphi|^{2}_{pl1} ||z^2||_p + \kappa_{ai}) \\
+ ||\varphi^2||_p \left( \frac{\mu_{ii}||h\varphi|^{2}_{pl1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} ||z^2||_p + \frac{||h\varphi|^{2}_{pl1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} \right) \\
\times \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p + \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p \right) 
\]
(37)

Finally, we calculate \( ||(s + a_i^{n_i-1})(\mu_{ii} A_i(s)x^1_i + \sum_{j \neq i}^{N} \mu_{ij} A_j(s)y^j_i)||_p \).

Since \( A_i(s) \) are all stable and strictly proper, we have
\[
\left( \frac{s + a_i^{n_i-1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} \left( \mu_{ii} A_i(s)x^1_i + \sum_{j \neq i}^{N} \mu_{ij} A_j(s)y^j_i \right) \right) \right) ||_p \\
\leq \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p + \frac{\mu_{ii}||h\varphi|^{2}_{pl1}}{1 - \mu_{ii}||h\varphi|^{2}_{pl1}} \\
\times \left( ||z^2||_p + \sum_{j \neq i}^{N} \mu_{ij}||h\varphi|^{2}_{pl1} ||z^2||_p \right) \\
= \mu_{ii}||h\varphi|^{2}_{pl1} ||z^2||_p \\
+ \sum_{j \neq i}^{N} \mu_{ij} \left( ||h\varphi|^{2}_{pl1} ||z^2||_p \right) + \kappa_{ai} ||h\varphi|^{2}_{pl1} ||z^2||_p, 
\]
(38)

where \( h\varphi|^{2}_{pl1} \) are impulse responses of \( (s + a_i^{n_i-1}) A_i(s) \).

Substituting (36)–(38) and (29) into (34) gives (30), which confirms the lemma. □

**Theorem 2.** Consider the case of zero initial values, \( \varphi(0) = 0, \xi(0) = 0, \eta(0) = 0, \zeta(0) = 0 \). If \( \Gamma_i = \gamma_i I_i \), then the \( L_\infty \) norm and \( L_2 \) norm of \( \varphi(t) \) are given, respectively, by
\[
||\varphi(t)||_\infty \leq \frac{1}{2\sqrt{c_i^2 d_i^2}} \left( ||\varphi(0)|| ||h\varphi|^{2}_{pl1} \right) \\
+ \mu_{ii} M_1(i,j) + \sum_{j \neq i}^{N} \mu_{ij} M_2(i,j) \right) \\
+ \gamma_{ij} M_3(i,j) \right) \right) \\
+ \frac{\kappa_{ai}}{2\sqrt{c_i^2 d_i^2}} ||\varphi(0)|| ||h\varphi|^{2}_{pl1} \right), 
\]
(39)

\[
||\varphi(t)||_2 \leq \frac{1}{2\sqrt{c_i^2 d_i^2}} \left( ||\varphi(0)|| ||h\varphi|^{2}_{pl1} \right) \\
+ \mu_{ii} M_1(i,j) + \sum_{j \neq i}^{N} \mu_{ij} M_2(i,j) \right) \\
+ \gamma_{ij} M_3(i,j) \right) \right) \\
+ \frac{\kappa_{ai}}{2\sqrt{c_i^2 d_i^2}} ||\varphi(0)|| ||h\varphi|^{2}_{pl1} \right), 
\]
(40)

where
\[
M_1(i,j) = ||h\varphi|^{2}_{pl1} ||h\varphi|^{2}_{pl1} + ||h\varphi|^{2}_{pl1} ||h\varphi|^{2}_{pl1}, 
\]
(41)
First, we prove (39). It follows from the definition of $V(t)$ that

$$
|z_i(t)|_\infty \leq \sqrt{2V(0)},
$$

(43)

$$
||\tilde{\theta}_i||_\infty \leq \sqrt{\lambda_{\max}(\Gamma_i)}\sqrt{2V(0)}
$$

(44)

because $V(t)$ is a nonincreasing function.

On the other hand, it is known from the definition of $V(t)$ that $V(0) = (1/2\gamma_i)||\tilde{\theta}_i(0)||^2$ under the conditions of the theorem. Substituting this $V(0)$ and (44) into (30) gives (39).

Next, we prove (40). It follows from (25) that

$$
\dot{V} \leq -c_i^0||z_i^0(t)||^2.
$$

Thus, $||z_i||^2 = \int_0^t ||z_i^0(\tau)||^2 d\tau \leq (1/c_i^0)(V(0) - V(\infty)) \leq (1/c_i^0)V(0).$

Again using $V(0) = (1/2\gamma_i)||\tilde{\theta}_i(0)||^2$, we have (40).

\textbf{Remark 5.} This theorem shows that the zero-state transient performance of the adaptive system subject to the proposed decentralized controller can be made arbitrarily small by increasing the control design parameters $c_i^0$ and $d_i^0$.

\textbf{Remark 6.} It is shown by (30) that in the case of the nonzero state $z_i(0)$, the influence of $z_i(0)$ decays exponentially.

\textbf{Remark 7.} From the analysis in the previous sections, it can be seen that the obtained results can be extended straightforwardly to allow for bounded disturbances with the same gains as in Jain and Khorrami (1997a,b).

\section{6. Conclusions}

This paper studies the problem of decentralized adaptive control of a large-scale system with both strong static interactions and weak dynamic interactions between subsystems. By using the adaptive backstepping technique, totally decentralized regulators are obtained without any restrictions on subsystem relative degrees.

It has been shown that the proposed decentralized regulators can ensure the global stability of the whole system even in the presence of ignored interactions and unmodeled dynamics in each subsystem. The $L_2$ and $L_\infty$ bounds of the tracking error are given to evaluate the transient performance of the adaptive system with the proposed controller. It is shown that the tracking transient performance can be improved to any prespecified level by choosing proper controller design parameters.
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