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Abstract

In modern process industries, many parameters or states can be acquired with sensors, and these parameters or states often have a close relationship with operation conditions. Unfortunately, the process often operates under different modes, and labels thereof are often unknown. In practice, labeling for sampled data is expensive and time-consuming, so identifying the operation conditions of the industrial process is difficult. In addition, sampled data from the industrial system are always contaminated by outliers or noise. Therefore, a robust process monitoring method for the multimode process is particularly important and challenging. In this paper, a robust dictionary learning method is proposed for processes with multiple unknown modes. Firstly, by taking the sparsity of outliers into account, a robust dictionary learning method is proposed to identify and remove the outliers and noise in the sampled training data. Secondly, an iterative minimization algorithm is designed for solving the dictionary learning optimization program. Thirdly, based on the sparsity of the sparse code, we partition the sparse code into different clusters via spectral clustering method, and then the dictionary is divided into some sub-dictionaries according to the cluster results of sparse code. Lastly, when a new sample is generated, we reconstruct it under different sub-dictionaries, and the smallest dictionary...
reconstruction error is calculated as a classifier for process monitoring and fault
detection. To evaluate the validity and effectiveness of the proposed monitoring
approach, we conduct extensive experiments on a numerical simulation, the
continuous stirred tank heater (CSTH) process, and an industrial aluminum
electrolysis process, in comparison with several state-of-the-art methods. The
experimental results demonstrate that the proposed method is able to provide
satisfying monitoring results, and it is also robust to outliers in the sampled
training data. It is worth mentioning that the proposed method is an unsuper-
vised learning method, therefore, it is more suitable for the process monitoring
of real industrial systems.
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1. Introduction

Process monitoring can be defined as a procedure to determine the oper-
ating status of an industrial system. Aiming at reliability and high efficiency,
detecting the mode or potential abnormalities of industrial systems is extremely
important. Recently, more and more industrial systems are beginning to make
full use of the recorded and measured data to monitor the system [1, 2, 3, 4, 5].
Based on the large amount of available data, which include sensor measurements,
event-logs as well as records, the data-driven techniques have received consider-
able attention in the research community of industrial process monitoring and
control [7, 8, 9, 10]. For example, in the aluminum electrolysis process, we can
record the sensor measurements such as cell current, cell voltage, electrolyte
level, cryolite ratio, bath temperature as well as the event-logs such as blanking
interval [11, 12]. Based on the high-dimensional correlated process data, many
multivariate statistical process monitoring (MSPM) methods can be applied.
Among these methods, principal component analysis (PCA) and partial least
squares (PLS) are two of the most widely used methods [13, 14, 15]. Other
complementary MSPM techniques, such as kernel learning methods [16], inde-
pendent component analysis (ICA) [17, 18, 19, 20], canonical variate analysis (CVA) [21, 22] have been studied to alleviate some limitations of PCA and PLS based methods. However, in practice, the industrial process usually works under different operation modes because of the variations of operation condition, market demands and so on [23]. Therefore, it is necessary and significant to study the related process monitoring method for multimode industrial processes.

For multimode process monitoring, some methods have been proposed, such as mix-PCA, multiple PCA and multiple PLS method [24, 25, 26, 27, 28]. These methods all treat different operating modes separately. More recently, Zhao et.al proposed a novel full-condition monitoring strategy based on cointegration and slow feature analysis method [29]. According to these pioneering works, we can see that the collected samples as well as their labels are significant for multimode processes monitoring. However, collection of labeled data is difficult due to the following two reasons: 1) it is expensive to switch the industrial system from one mode to another so as to merely collect the data and their labels, 2) some kinds of modes, especially the faulty modes, in the industrial process are rare and varied in the industrial system. Therefore, unsupervised process monitoring method for unlabeled data is necessary and important for industrial applications. On the other hand, in the industrial system, the outliers always exist in the recorded and measured data because of instrument failure, formatting errors and so on. According to Ref. 30 and Ref. 31, the outliers in the data can render inaccurate decisions for the industrial processes monitor. Therefore, a reliable multimode process monitoring method is meaningful for the industrial application.

Recently, the dictionary learning method, which was an effective statistical machine learning method, was proposed and has gained tremendous attentions in many fields such as pattern recognition, image processing and computer vision due to its excellent generalization ability compared with the traditional data mining methods [32, 33, 34, 35]. Dictionary learning, which is a particular sparse signal model, aims at learning a set of atoms from the recorded data to approximate the given signals linearly. Ren and Lv proposed a fault detection
scheme based on the dictionary learning method for semiconductor manufacturing processes [36]. Ning, Chen and Zhou proposed a sparse contribution plot method based on the label consistent dictionary learning (LCDL) for the multimode chemical process [37]. Although dictionary learning has achieved inspiring success in fault detection of industrial system, robust dictionary learning method of the unlabeled data for the process monitoring and fault detection is still lacking. To the best of our knowledge, this paper is the first work research on an industrial process monitoring characterized by multimode and with outliers in process data based on the dictionary learning method. Therefore, the contribution of this paper involves the development of a robust dictionary learning method for process monitoring. The proposed method can operate for the unlabeled measurement data, and it also can eliminate the outliers in the training data, thus it is more suitable for multimode industrial systems. Compared with several state-of-the-art methods in the research community of industrial process monitoring, the main contributions of this paper can be summarized as follows.

1) Task-oriented. As the operation condition of the industrial system varied frequently, we propose a multimode process monitoring method, which is efficient for the simulation platform as well as industrial aluminum electrolysis process.

2) Compared with the traditional multivariate statistical method, the proposed dictionary learning method can eliminate the negative effect of outliers. Therefore, the proposed method is more reliable for the process monitoring in industrial system.

3) The proposed method is an unsupervised learning method, so it needs less information for the training data, thus, the proposed method is even more adaptive for the modern industrial requirement.

The rest of the paper is organized as follows. In Section 2, the preliminaries with multimode process monitoring method as well as dictionary learning are reviewed. In Section 3, the robust dictionary learning method for multimode process monitoring is formulated. Two kinds of computational experiments are
presented to illustrate the performances of the proposed algorithm in Section 4. The industrial aluminum electrolysis process is presented to demonstrate the efficiency of the proposed method in Section 5. Finally, the conclusion is given in Section 6.

2. Preliminaries

In this section, we first briefly review some basic backgrounds about dictionary learning, and then analyze the dictionary learning method for process monitoring.

Dictionary learning has been extensively studied due to its important role in sparse representation and low-rank decomposition. Instead of using manual predefined atoms such as wavelets, curvelets or contourlets, dictionary learning methods are data-adaptive and aim at learning a series of atoms from a data set to linearly approximate a given data [38, 39, 40]. Let \( X \) be a set of \( m \) dimensional \( M \) observation data, i.e., \( X = [x_1, x_2, ..., x_M] \in \mathbb{R}^{m \times M} \). Dictionary learning is a task that learns a dictionary with \( K \) atoms, which can be used to reconstruct the data \( X \) sparsely. This task can be accomplished by solving the following problem:

\[
\langle D, W \rangle = \arg \min_{D,W} \| X - DW \|^2_F \\
\text{s.t.} \| w_i \|_0 \leq T_1, \forall i
\]  

(1)

Where, \( \| X - DW \|^2_F \) represents the reconstruction error, \( \| X \|_F = \sqrt{\sum_{i,j} X_{ij}^2} \), and \( D = [d_1, d_2, ..., d_K] \in \mathbb{R}^{m \times K} \) is the learned dictionary that contains \( K \) atoms, \( \{d_j\}_{j=1}^K \). \( W = [w_1, w_2, ..., w_M] \in \mathbb{R}^{K \times M} \) is the sparse code matrix of training data \( X \), and \( T_1 \) is a sparsity constraint factor, which means that each column of matrix \( W \) has fewer than \( T_1 \) nonzero items. The original K-SVD algorithm [41] is an iterative approach to obtain the dictionary \( D \). After obtaining the dictionary \( D \), when a new data \( x_{new} \) is coming, it can be represented by solving
the following optimization program:

\[ \hat{w} = \arg \min_w \|x_{\text{new}} - Dw\|_2^2 \]

s.t. \( \|w\|_0 \leq T_1 \)  

(2)

Where \( \|x\|_0 \) is \( L_0 \)-norm of vector \( x \), which represents the number of nonzero elements in vector \( x \). As \( L_0 \)-norm is non-convex, so the solution of (2) is NP-hard. Approximately, one may use the \( L_1 \)-norm optimization to replace the \( L_0 \)-norm optimization. That is:

\[ \hat{w} = \arg \min_w \|x_{\text{new}} - Dw\|_2^2 \]

s.t. \( \|w\|_1 \leq T_1 \)  

(3)

The solution of (3) can be obtained by matching pursuit (MP) algorithm or orthogonal matching pursuit (OMP) algorithm [42]. After obtaining the sparse code \( \hat{w} \), which can be used as a feature for classification of the new data \( x_{\text{new}} \) directly.

Although the dictionary learning method can be used for classification task, when it is applied to industrial system, it may encounter some difficulties. For example, the training data \( X \) may be collected from different unknown modes, and it also may be corrupted by outliers in practical applications. Moreover, these difficulties are extremely common in the industrial system. A simple illustration of the effect of outliers on the process monitoring result is vividly shown in Figure 1. From the subfigure 1 (a), we observe that when the multimode training data has no outliers, the faulty data can be classified correctly. However, from the subfigure 1 (b), we can see that when the multimode training data are corrupted by three outliers, one of the decision boundary is severely affected by the outliers, and faulty data cannot be classified correctly. On the contrary, when the proposed method is applied (as subfigure 1 (c)), the negative effect of outliers can be eliminated, and the decision boundary as well as the faulty data can be identified correctly. Next, we proceed to discuss the robust dictionary learning with application to multimode process monitoring.
3. Multimode Process Monitoring Method

In this section, we propose a novel process monitoring method based on dictionary learning. There are two parts in the proposed method: offline dictionary learning and online multimode process monitoring. In the first part, we model the measurement data in a generative fashion, and then propose a robust dictionary learning method, which can identify and remove the outliers in the measurement data. In addition, a revised K-SVD method is proposed for solving the robust dictionary learning objective function. In the second part, the learned dictionary is divided into some sub-dictionaries by spectral clustering, and then when a new measurement is coming, we can represent it by the sub-dictionaries, and the smallest dictionary reconstruction error (DRE) is used as the classification feature for process monitoring.

3.1. Robust Dictionary Learning

Consider an industrial process, and suppose that we have collected $M$ samples with $m$ sensors, which are denoted by the data matrix $X = [x_1, x_2, ..., x_M] \in \mathbb{R}^{m \times M}$. Most dictionary learning methods [33, 43] make a basic assumption that the observed data consist of a sparse linear combination of codebooks and some dense Gaussian noises of small variation. Though working well generally, the assumption is unsustainable in case of large corruptions or outliers.
industrial process, the data sampled from sensors are always affected by the corruptions or outliers due to the instrument failure, formatting errors and so on. Inspired by the previous works [39, 43, 44], we assume that each sampled data can be described by the following formation:

\[ x_i = x_i^0 + o_i + n_i \tag{4} \]

where, \( x_i^0 \in \mathbb{R}^m \) is the clean data which represents the measurement without noise and outliers. \( n_i \in \mathbb{R}^m \) is the measure noise, with the feature of dense, randomness and low amplitude. \( o_i \in \mathbb{R}^m \) denotes the deterministic outliers in the measurement data. Typically, as instrument failure or formatting errors occurred only in a small number of sensors, thus \( o_i \) is a sparse vector. Namely, only small part of the elements in vector \( o_i \) have non-zero values. Moreover, different from measure noise \( n_i \), the non-zero values in vector \( o_i \) often have great amplitude.

On the other hand, as the raw materials, static setpoints, operating conditions and market demands are varied, the industrial system frequently works under different operation modes. Intuitively, if two sampled datasets belong to the same class or category, they often lie close in the same subspace. Consequently, the atoms in the dictionary often with the character of discrimination. Therefore, the dictionary learning method can be used to deal with multimode process data with unknown labels. In this paper, a robust dictionary learning method is proposed. First, according to definition of dictionary learning method, the optimization model of the dictionary learning method can be formulated as follows:

\[
\langle D, W \rangle = \arg \min_{D, W} \| X^0 - DW \|_F^2 \\
s.t. \| w_i \|_0 \leq T_1, \forall i
\tag{5}
\]

Where, \( \| X^0 - DW \|_F^2 \) denotes the reconstruction error, \( D = [d_1, d_2, ..., d_K] \in \mathbb{R}^{m \times K} \) is the learned dictionary, \( K \) is the number of atoms. Specifically, if \( K > m \), the dictionary \( D \) is called an overcomplete dictionary. \( X^0 = [x_1^0, x_2^0, ..., x_M^0] \in \mathbb{R}^{m \times M} \) is the clean data of the industrial process. \( W = [w_1, w_2, ..., w_M] \in \mathbb{R}^{K \times M} \)
is the sparse code matrix of the training data $X^0$. The parameter $T_1$ is the sparsity constraint factor, which means that each measure data has fewer than $T_1$ non-zero elements in the sparse codes. For the model (5), the construction of dictionary $D$ can be solved by the original K-SVD algorithm [41], which is an iterative approach to minimize the objective function in model (5) and learns the sparse code matrix of training data simultaneously. Unfortunately, since the clean data $X^0$ of the industrial system can hardly be achieved, the previous method cannot solve the problem exactly [39, 43]. In order to obtain the dictionary and the sparse code matrix, identification and removal the outliers and noise in the measurement data is necessary. Taking the sparsity of the outliers $o_i$ into account, we extend the model (5) by the following formation:

$$
\langle D, W, O \rangle = \arg \min_{D, W} \| X - DW - O \|_F^2 + \lambda \| O \|_0
$$

s.t. $\| w_i \|_0 \leq T_1, \forall i$

(6)

Where $O = [o_1, o_2, ..., o_M] \in \mathbb{R}^{m \times M}$ denotes the outliers matrix, $\lambda$ is a positive constant to control the relative contribution between the reconstruction error and sparsity of the outliers.

According to the objective function in problem (6), we can see that the dense noise can be suppressed by the $L_F$ norm of matrix $X - DW - O$, while the sparse outliers can be reduced by the $L_0$ norm of outliers matrix $O$. In order to make optimization program in (6) more easily solvable, the $L_0$ norm is approximated by the $L_1$ norm. So the solution of optimization program in (6) can be approximated by the solution of the following model:

$$
\langle D, W, O \rangle = \arg \min_{D, W, O} \| X - DW - O \|_F^2 + \lambda \| O \|_1
$$

s.t. $\| w_i \|_1 \leq T_1, \forall i$

(7)

where, $\lambda$ is a positive tuning parameter to balance the reconstruction error and sparsity, which can be determined by many methods, such as grid search [45, 46]. In this paper, we selected it by controlling the value range of $T_2$, which equals the sparsity of outliers matrix $O$. Although the value of $T_1$ and $T_2$ have an effect
on the optimization results, the process monitoring performance is robust for some different combinations of $T_1$ and $T_2$ in some given ranges.

It is worth noting that the optimization program in (7) is convex with respect to the optimization variables $(D, W, O)$, hence, it can be solved efficiently and the convergence property of dictionary $D$ can be guaranteed following the analysis of Ref. 41 and Ref. 47. In addition, we should emphasize that the optimization problem (7) cannot be solved directly by the original K-SVD algorithm [41, 43]. Empirically, we apply the alternative optimization strategy for the optimization problem (7). In detail, an iterative minimization method is developed to update each variable alternatively. A full description of the method is given in Algorithm 1. In addition, we apply the original K-SVD algorithm to initialize the parameters $D^0$, $W^0$ and $O^0$. 
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Algorithm 1 Iterative minimization method of optimization problem (7).

1: **Input:** Training data $X$.

2: **Output:** Dictionary $D$, Sparse code matrix $W$.

3: **Step 1:** Initialization the dictionary $D^0$, sparse code matrix $W^0$ and the outliers matrix $O^0$. Set $J = 1$.

4: **Step 2:** Repeat until the stopping criterion is satisfied:

5: **Step 2.1 (Sparse coding 1):** Given $D^{(k)}$ and $O^{(k)}$, using the OMP algorithm to update the sparse code matrix $W^{(k)}$ as follow:

$$W^{(k+1)} = \arg \min_W \| X - D^{(k)}W - O^{(k)} \|_F^2$$

$$s.t. \| w_i \|_1 \leq T_1$$

6: **Step 2.2 (Sparse coding 2):** Given $D^{(k)}$ and $W^{(k+1)}$, using the OMP algorithm to update the sparse code matrix $O^{(k)}$ as follow:

$$O^{(k+1)} = \arg \min_O \| X - D^{(k)}W^{(k+1)} - O \|_F^2$$

$$s.t. \| o_i \|_1 \leq T_2$$

7: **Step 2.3 (Dictionary updating):** Given $W^{(k+1)}$ and $O^{(k+1)}$, using the original K-SVD algorithm to update the dictionary $D^{(k)}$ as follow:

$$D^{(k+1)} = \arg \min_D \| X - DW^{(k+1)} - O^{(k+1)} \|_F^2$$

8: **Step 2.4:** Set $J = J + 1$.

After solving the problem (7), we can obtain the dictionary $D$, the outliers matrix $O$ and the sparse code matrix $W$, we will conduct the modes partitioning task. Different from other kinds of modes partitioning methods, such as PCA mixture method [27], which often uses the data matrix $X$, in this paper, we use the sparse code matrix $W$ to conduct the mode partitioning task. The main reasons are two-fold: 1) data matrix $X$ based methods are sensitive to noise and outliers in the training data, on the contrary, the proposed robust dictionary learning method can eliminate the negative effect of noise and outliers.
in the training data and ensure that the dictionary as well as the sparse coding can represent the clean data perfectly, 2) as the label of the training data is unknown, we cannot obtain the modes information from the learned dictionary directly. Fortunately, in the industrial system, data sampled from different operation modes usually show some clustering feature. Namely, if the high-dimensional data belong to the same mode, they often lie in the same low-dimensional subspace, and they can be represented by the similar atoms in the dictionary. Therefore, we should divide the dictionary $D$ into some sub-dictionaries based on the clustering result of sparse code matrix $W$ because of it usually includes fruitful information about the measurement data. In detail, since $W$ is a sparse matrix with block structure, we use the well-known spectral clustering method here [48]. Accordingly, a full description of the dictionary division method is given in Algorithm 2.
Algorithm 2 Dictionary Division Method

1: **Input:** Dictionary $D$, Sparse code matrix $W$, Cluster number $C$.

2: **Step 1:** Normalize the columns of $W$ as $w_i \leftarrow \frac{w_i}{\|w_i\|_\infty}$; 

3: **Step 2:** Calculate the Euclidean distance matrix $ED$ of normalized sparse code matrix, where $ED_{ij} = \|w_i - w_j\|^2$ and $ED_{ii} = 0$;

4: **Step 3:** Construct a similarity graph with $M$ nodes, where the $i_{th}$ node represents the $i_{th}$ column of $ED$. The relationship between different nodes is represent by the adjacency matrix $Adj$, whose elements was calculated by the Gaussian kernel based similarity of $ED$;

5: **Step 4:** Calculate the degree matrix $De$, which is a diagonal matrix with $De_{ii} = \sum_j Adj_{ij}$;

6: **Step 5:** Calculate the Laplace matrix $L = De - Adj$ as well as the normalized Laplace matrix $L_N = I - De^{-1/2} \times Adj \times De^{-1/2}$;

7: **Step 6:** Calculate the $C$ smallest eigenvalues as well as the corresponding eigenmatrix $V$ of the normalized Laplace matrix $L_N$;

8: **Step 7:** Apply $k$-means clustering method [48] to the eigenmatrix $V$, and accordingly obtain the segmentation $W_1, ..., W_C$

9: **Step 8:** For $i = 1 : C$, calculate the main atoms of $W_i$, and record the $i_{th}$ sub-dictionary by $D_i = [d_{i1}, ..., d_{iC_i}]$;

10: **Output:** Sub-dictionaries: $D_1, ..., D_C$.

It is worth noting that the spectral clustering method can automatically optimize the number of clusters by the method of spectrum analysis. To summarize, given the measurement process data, we can obtain the sub-dictionaries, which are corresponding to the different operation modes. Therefore, these sub-dictionaries can be used for classification based on the reconstruction-based scheme. It is worth mentioning that in the whole stage of offline dictionary learning, we only use the unlabeled data, so the offline dictionary learning for the industrial process monitoring is an unsupervised learning method.
3.2. Online multimode process monitoring

In the offline dictionary learning stage, we obtained the sub-dictionaries $D_1, ..., D_C$, the atoms of all the sub-dictionaries are selected from the dictionary $D$. Assuming the dictionary $D$ is acquired through the robust dictionary learning method, and a testing data $x_{new}$ is waiting for identification. First, we represent the testing data $x_{new}$ with the sparse representation model:

$$w_{new} = \text{arg min}_w \| x_{new} - Dw \|_2^2$$
$$\text{s.t.} \| w \|_1 \leq T$$

(8)

Then, the sparse code $w_{new}$ can be obtained by MP or OMP algorithm [42].

Next, online process monitoring based on the sparse code is introduced. With the multimode taken into account, the testing data $x_{new}$ belongs to at most one of the modes. Therefore, the testing data $x_{new}$ can be expressed as follows:

$$x_{new} = \tilde{D}\tilde{w}$$

(9)

Where, $\tilde{D} = [D_1, ..., D_C, I]$ is the augment dictionary which consists of $C$ sub-dictionaries and an identity matrix $I \in \mathbb{R}^{m \times m}$. $\tilde{w} = [w_1, ..., w_C, f]$. Specifically, if a sample belongs to a subspace which was expanded by a sub-dictionary, then $f$ is close to zero-vector.

From the sparse code $w_{new}$ obtained from model [8], we can obtain the reconstruction error under each mode. Taking inspiration from Ref. 37 and Ref. 38 we adopt the selection operator $\delta$ to extract the sparse code of each sub-dictionary. In detail, $\delta_i (w_{new}) = P_i^T w_{new} \in \mathbb{R}^m$, $i = 1, 2, ..., C$, where $P_i = [p_{i1}, p_{i2}, ..., p_{ki}]$, and the $p_j^i$ defined as follow:

$$p_j^i = [0, ..., 0, 1, 0, ..., 0, 0, ..., 0]$$

$$\sum_{i=1}^{j-1} k_i \quad \sum_{i=j+1}^C k_i$$

(10)

Therefore, the reconstruction of the testing data $x_{new}$ in the sub-dictionary $D_i$ can be expressed $\hat{x}_{new}^i = D_i \times \delta_i (w_{new}) = D P_i P_i^T w_{new}$. The dictionary
reconstruction error in the sub-dictionary $D_i$ is calculated as follows:

$$E_i(x_{\text{new}}, D_i) = \|x_{\text{new}} - \hat{x}_{\text{new}}^i\|_2^2$$  \hspace{1cm} (11)

The reconstruction error $E_i(x_{\text{new}}, D_i)$ is compared against the threshold of $E_{\text{tr}}$ to determine whether the testing data is normal or not. Namely, the testing data $x_{\text{new}}$ belongs to mode $c$ if:

$$DRE < E_{\text{tr}}$$  \hspace{1cm} (12)

Otherwise, the testing data $x_{\text{new}}$ is a fault. Here, $E_{\text{tr}}$ can be obtained from the training data based on the kernel density estimation (KDE) method empirically. In this paper, we use the univariate kernel estimator, which is defined as follows:

$$\hat{f}_h(x) = \frac{1}{Mh} \sum_{i=1}^{M} K\left(\frac{x - E_i}{h}\right)$$  \hspace{1cm} (13)

where, $x$ is the data point under consideration, $E_i$ is the reconstruction error of the $i_{\text{th}}$ sample in the training data set, $h$ is the bandwidth, and $K(x)$ is the nonnegative kernel function. In this paper, we choose the most commonly used uniform kernel function for $K(x)$ [49]. And the dictionary reconstruction error (DRE) is defined as the smallest reconstruction error on different sub-dictionaries, which is used as the feature for classification. Here, the DRE is defined as follows.

$$c = \arg \min_i E_i(x_{\text{new}}, D_i)$$

$$DRE = E_c(x_{\text{new}}, D_c)$$  \hspace{1cm} (14)

To sum up, the proposed method can identify and remove the outliers and noise in the training data, and the process monitoring task is conducted with clean data, thus it is a robust method. In addition, as the learned dictionary can take the multimode data into account, the proposed method can detect the fault as well as identify the operating mode in the testing data. A full description of the proposed multimode process monitoring method is given in Figure [2].
Figure 2: The schematic diagram of the proposed multimode process monitoring method.
4. Illustrative Examples

In this section, two kinds of examples, a numerical simulation and the CSTH process are carried out to demonstrate the effectiveness of the multimode process monitoring scheme based on the proposed method. To show the effectiveness of the proposed method, we compare it with several state-of-the-art approaches in this field, such as the robust PCA method [50], PCA mixture method [27] and LCDL method [37]. In order to evaluate the performances of different process monitoring methods quantitatively, two generally used indices, i.e. fault detection rate (FDR) and false alarm rate (FAR), are mainly considered [2]. Here, the FDR and FAR are calculated as follow:

\[ \text{FDR} = \frac{\#\{J > J_{th} | f \neq 0\}}{\#\{J > J_{th} \}} \times 100\% , \]

\[ \text{FAR} = \frac{\#\{J > J_{th} | f = 0\}}{\#\{J = 0\}} \times 100\% . \]

Here, \( \#\{x\} \) means the number of samples in set \( x \). In addition, in order to simulate the situation when the training data set is corrupted by outliers, some outliers are added into the training data set randomly.

4.1. Numerical simulation

First, a multivariate system is selected to verify the performance of the proposed method. Here, the numerical simulation model is introduced in [51] and it can be formulated as:

\[
\begin{align*}
\begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \\ x_5 \end{bmatrix} &= \begin{bmatrix} 0.5768 & 0.3766 \\ 0.7382 & 0.0566 \\ 0.8291 & 0.4009 \\ 0.6519 & 0.2070 \\ 0.3972 & 0.8045 \end{bmatrix} \begin{bmatrix} s_1 \\ s_2 \end{bmatrix} + \begin{bmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \\ e_5 \end{bmatrix} \\
&= \begin{bmatrix} s_1 \\
 s_2 \end{bmatrix} + \begin{bmatrix} e_1 \\ e_2 \\ e_3 \\ e_4 \\ e_5 \end{bmatrix}
\end{align*}
\]

(15)

Where, \( x = [x_1, x_2, x_3, x_4, x_5]^T \) is the measurement states used for process monitoring, \( s = [s_1, s_2]^T \) represents two independent states, \( e = [e_1, e_2, e_3, e_4, e_5]^T \) denotes the observation noise, and all the noises are independent with \( e_i \sim N(0, 0.1^2) , i = 1, ..., 5 \). For the sake of brevity, we suppose that the linear system works under two different operation modes:
Mode 1: \( s_1(k) \sim N(-10, 1), s_2(k) \sim N(-5, 1) \)

Mode 2: \( s_1(k) \sim U(2, 3), s_2(k) \sim N(7, 1) \)

Where, \( N(\mu, \sigma^2) \) denotes the normal distribution with mean of \( \mu \) and standard deviation of \( \sigma \). \( U(a, b) \) represents the uniform distribution in the range from \( a \) to \( b \).

In the offline dictionary learning stage, 2000 samples are generated from two modes respectively. Hence, there are 4000 samples on the training data. The four methods, namely the robust PCA method, PCA mixture method, LCDL method and the proposed method are all preformed on it. After that, we collected some data as the testing data for the online monitoring stage. In order to verify the performance of the proposed scheme, two kinds of faults: bias fault and multiplicative fault are created as the Table 1. The settings of the different methods are as follow. For robust PCA method, five variables \( (x_1, x_2, x_3, x_4 \) and \( x_5 \) ) are used to build the model, and the number of PCs is determined by the cumulative percent variance (CPV) criteria. The regularization parameter of the robust PCA method is set according to its original setting, namely, \( \lambda = \frac{1}{\sqrt{\max(m, M)}}, \mu = 10\lambda \). In this experiment, \( (\lambda, \mu) = (0.0158, 0.158) \). The threshold of CPV is set as 85\%. For PCA mixture method, the mixture components is automatically optimized by the BYY scale-incremental EM algorithm. For LCDL method, the cluster number is 2. For the proposed method, the number of the atoms in the learned dictionary is 40. The ranges of parameters \( T_1 \) and \( T_2 \) are empirically set as \( T_1/m \in [0.01, 1.0] \) and \( T_2/m \in [0, 0.5] \), respectively. For all four methods, the thresholds of different indices are determined empirically, and the confidence level is set to \( \alpha = 95\% \).

We use the case 1 in the Table 1 to test the generality of the proposed method. The testing data are collected in three steps: 1) the linear system works at Mode 1, and 100 samples are introduced into the testing data, 2) the linear system shifts to the Mode 2, and we collected 100 samples appended to the existing testing data, 3) two bias faults are introduced at the 201st sample. In detail, two bias faults of \(-1.0\) and \(0.9\) are simultaneously added on \( x_3 \) and
Table 1: Two kinds of faults in the numerical simulation

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Mode</th>
<th>Scenario</th>
<th>Sample Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode 1</td>
<td>Normal Operation</td>
<td>1 – 100</td>
</tr>
<tr>
<td>Case 1</td>
<td>Mode 2</td>
<td>Normal Operation</td>
<td>101 – 200</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>Two bias faults of -1.0 and 0.9 are added on $x_3$ and $x_4$ respectively</td>
<td>201 – 800</td>
</tr>
<tr>
<td></td>
<td>Mode 1</td>
<td>Normal Operation</td>
<td>1 – 100</td>
</tr>
<tr>
<td>Case 2</td>
<td>Mode 2</td>
<td>Normal Operation</td>
<td>101 – 200</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>A multiplicative fault is applied to $x_2$ with a factor of 0.7</td>
<td>201 – 800</td>
</tr>
</tbody>
</table>

$x_4$, respectively. The faulty state runs for 600 steps.

In the Figure 3, we show the monitoring results according to the robust PCA method, PCA mixture model, LCDL model and the proposed method. Here, DRR is dictionary reconstruction residual based on the LCDL method, which can be calculated according to Ref. [37]. From these subfigures, we can see that the $rT^2$ and $nT^2$ of the robust PCA model and PCA mixture method are not able to distinguish the normal data and faulty data exactly. And the $rSPE$ and $nSPE$ of the robust PCA model and PCA mixture method can detect the faulty data, but when apply these statistics to normal data identification, there exist many false alarms. However, as the LCDL method and the proposed method take the multimode characteristic into account, they can identify normal data and faulty data exactly. The quantitative results of FAR and FDR of different methods are listed in Table 2. From the quantitative results, it can be concluded that the proposed method is suitable for the multimode process monitoring.

Next, in order to investigate the robustness of the proposed method for outliers, 200 faulty operation points are randomly added into the training data set. Here, robustness means the method can eliminate the negative effect of
Figure 3: Results of case 1 in the numerical simulation without outliers. Here, (a) is $r_{T^2}$ statistic of robust PCA model, (b) is $r_{SPE}$ statistic of robust PCA model, (c) is $n_{T^2}$ statistic of PCA mixture Model, (d) is $n_{SPE}$ statistic of PCA mixture model, (e) is DRR of LCDL method, (f) is DRE of the proposed method.

Table 2: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in case 1 without outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_{T^2}$</td>
<td>$r_{SPE}$</td>
<td>$n_{T^2}$</td>
<td>$n_{SPE}$</td>
</tr>
<tr>
<td>FAR</td>
<td>24.00%</td>
<td>1.00%</td>
<td>40.50%</td>
<td>6.00%</td>
</tr>
<tr>
<td>FDR</td>
<td>91.83%</td>
<td>100.00%</td>
<td>60.83%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>
outliers in the training data. The outliers, deviating from the normal operation range, are very common in instrument failures and experimental errors in real industrial environment. Figure 4 shows the multimode process monitoring results of the robust PCA model, PCA mixture model, LCDL method and the proposed method, respectively. From these subfigures, we can see that the outliers seriously deteriorate the process monitoring results, except for the proposed method. In detail, we can see that the $nT^2$ and $nSPE$ statistics of the PCA mixture model are not able to detect the faulty state, the FDR even reduce to a very low level. Similarly, the LCDL method is also serious affected by the outliers, and the FDR turns to zero. In addition, as the robust PCA model taken the outliers into account, the $rSPE$ statistics can detect the faulty state intermittently, but the FDR is also deteriorated by the outliers. On the contrary, as the proposed method taken the sparsity of outliers as well as the multimode feature into account, and the process monitoring task was based on the reconstructed clean data, thus it can overcome the negative effect on the outliers and distinguish the normal data and faulty data perfectly.

From the quantitative results in Table 3, we can see that most of these methods can identify the normal data correctly. But when the numerical system runs in a faulty state, the robust PCA method, PCA mixture method and LCDL method fail to detect the faulty state exactly, but the FDR of the proposed method is still equal to 100%. From the comparison of the four methods, we can see that noisy and corrupted training data will reduce the quality of process monitoring except for the proposed method. In addition, it is worth noting that the proposed method needs less information than other three methods. Therefore, we can conclude that the proposed method can eliminate the negative effect in the training data, and it also can identify the normal data and bias fault data of the linear system perfectly, thus it is a robust method for process monitoring of linear system with multimode feature. Moreover, we should note that the results are steady and only with slightly change for some different combinations of dictionary sizes and iteration steps.

In order to further demonstrate the robustness of the proposed method for
Table 3: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in case 1 with outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$rT^2$</td>
<td>$rSPE$</td>
<td>$nT^2$</td>
<td>$nSPE$</td>
</tr>
<tr>
<td>FAR</td>
<td>0.00%</td>
<td>17.00%</td>
<td>0.00%</td>
<td>5.00%</td>
</tr>
<tr>
<td>FDR</td>
<td>0.00%</td>
<td>78.00%</td>
<td>0.00%</td>
<td>69.50%</td>
</tr>
</tbody>
</table>
outliers, we use the second kind of fault: multiplicative fault, to test the efficiency of the proposed method. For the testing data, the first 200 samples are collected in the same way as the case 1, but in the 200-800 samples, we applied to $x_1$ with a factor of 0.7. Figure 5 shows the multimode process monitoring results based on the robust PCA model, PCA mixture model, LCDL method and the proposed method, respectively. Since the training data are collected from multimode, and is also corrupted by outliers, the LCDL method fails to provide a satisfied process monitoring results. In addition, the FDR of robust PCA method and PCA mixture method are not good, which means that it can not identify the faulty data exactly. On the contrary, as the proposed method can eliminate the negative effect of outliers, it can distinguish the normal data and faulty data perfectly. Table 4 offers a quantitative results of FDR and FAR based on robust PCA model, PCA mixture model, LCDL method and the proposed method, respectively. It can be observed that both the FDR and FAR of the proposed method are equally or significantly better than that of other methods. Thus, we can derive the conclusion that outliers included in multimode training data set have a great negative effect on FDR and FAR in robust PCA model, PCA mixture method and LCDL method, but the proposed method can deal with the process monitoring characterized by multimode and with outliers in process data. Therefore, we can conclude that the proposed method is a robust method, which can identify the normal data and multiplicative fault data of linear system featured with multimode feature perfectly.

Table 4: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in case 2 with outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$rT^2$</td>
<td>$rSPE$</td>
<td>$nT^2$</td>
<td>$nSPE$</td>
</tr>
<tr>
<td>FAR</td>
<td>16.00%</td>
<td>1.50%</td>
<td><strong>0.00%</strong></td>
<td>4.00%</td>
</tr>
<tr>
<td>FDR</td>
<td>88.00%</td>
<td>86.67%</td>
<td>0.00%</td>
<td>94.00%</td>
</tr>
</tbody>
</table>
Figure 5: The monitoring results of Case 2 in the numerical simulation. Here, (a) is the $rT^2$ statistic of robust PCA model, (b) is the $rSPE$ statistic of robust PCA model, (c) is the $nT^2$ statistic of PCA mixture Model, (d) is the $nSPE$ statistic of PCA mixture Model, (e) is DRR of the LCDL method, (f) is DRE of the proposed method.
4.2. The CSTH process

In this section, we use the CSTH process to testify the efficiency of the proposed multimode process monitoring method. Here, the CSTH process is a realistic platform with nonlinearities, which has been widely used as a benchmark for evaluation of different process monitoring methods [52]. In CSTH process, there exist two physical balances: mass balance and heat balance. Accordingly, the level, flow and temperature measurements are used as the monitoring variable. The schematic diagram of CSTH is given in Figure 6.

![Figure 6: The schematic diagram of CSTH process from [52].](image)

According to the description of CSTH process [52], there exist two operation modes: Mode 1 and Mode 2, which can be implemented by changing the hot water valve from 0 to 5.5. The level setpoint and temperature setpoint of both modes are 12 and 10.5, respectively. The detail information of the two modes are given in Table 5.
Table 5: Two standard operation modes of CSTH process

<table>
<thead>
<tr>
<th>Mode</th>
<th>Level Setpoint</th>
<th>Temperature Setpoint</th>
<th>Hot water Valve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode1</td>
<td>12.0</td>
<td>10.5</td>
<td>0.0</td>
</tr>
<tr>
<td>Mode2</td>
<td>12.0</td>
<td>10.5</td>
<td>5.5</td>
</tr>
</tbody>
</table>

In order to demonstrate the effectiveness of the proposed method, we should collect the training data and testing data, respectively. In CSTH process, the data for process monitoring include two parts: the measure data and the output data of controllers. Thus, in the process monitoring, the dimension of training data and testing data is 6. First, 1000 samples are collected from each operation mode as the training data. Here, the training data are used to obtain the learned dictionary via Algorithm 1. Similar to the numerical simulation process, two kinds of testing data are collected following Table 6. The settings of the different methods are as follow. For robust PCA method, six variables are used to build the model, and the number of PCs is determined by the CPV criterion. The regularization parameter of the robust PCA method is set according to its original setting, namely, \((\lambda, \mu) = (0.0224, 0.224)\). The threshold of CPV is set as 85%. For PCA mixture method, the mixture components is automatically optimized by the BYY scale-incremental EM algorithm. For LCDL method, the cluster number is 2. For the proposed method, the number of the atoms in the learned dictionary is 40. The ranges of parameters \(T_1\) and \(T_2\) are empirically set as \(T_1/m \in [0.01, 1.0]\) and \(T_2/m \in [0, 0.5]\), respectively. For all four methods, the thresholds of different indices are determined empirically, and the confidence level is set to \(\alpha = 95\%\).

Similar to the numerical simulation case, we first use the training data without outliers to verify the generality of the proposed method. The testing data are collected according to the Table 6. In the first case, the CSTH process initially works in Mode 1, and 100 samples are collected as the first part of the testing data. Then, the CSTH process shifts to Mode 2, and 100 samples are collected as the second part of the testing data. A bias fault of -0.5 is added to
Table 6: Two kinds of faults in CSTH process

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Mode</th>
<th>Scenario</th>
<th>Sample Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Mode 1</td>
<td>Normal Operation</td>
<td>1 – 100</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>Normal Operation</td>
<td>101 – 200</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>A bias faults of $-0.5$ is added on flow</td>
<td>201 – 800</td>
</tr>
<tr>
<td>Case 2</td>
<td>Mode 1</td>
<td>Normal Operation</td>
<td>1 – 100</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>Normal Operation</td>
<td>101 – 200</td>
</tr>
<tr>
<td></td>
<td>Mode 2</td>
<td>A multiplicative fault is applied to level with a factor of 0.625</td>
<td>201 – 800</td>
</tr>
</tbody>
</table>

the flow, and run the faulty state for 600 steps. The qualitative and quantitative results of the robust PCA method, PCA mixture method, LCDL method and the proposed method are shown in Figure 7 and Table 7. Clearly, although other three methods can identify the normal data and faulty data with satisfied results, the proposed method is the most accurate method. In addition, due to the labels of training data are draw from cluster method, the LCDL model can not detect the faulty state perfectly. Moreover, as the proposed method taken the multimode into account, it can identify the normal state and faulty state with perfect results. Therefore, we can draw the conclusion that the proposed method is meaningful for the process monitoring in CSTH process.

In order to testify the robustness of the proposed method for outliers, 200 faulty operation points are randomly added into the level data and temperature data. Figure 8 illustrates the process monitoring results of the robust PCA model, PCA mixture model, LCDL method and the proposed method. Due to the training data with feature of multimode as well as outliers, both the robust PCA method, PCA mixture method and LCDL method fail to detect the fault.
Figure 7: The monitoring results of Case 1 in the CSTH process without outliers. Here, (a) is the \( rT^2 \) statistic of robust PCA model, (b) is the \( rSPE \) statistic of robust PCA model, (c) is the \( nT^2 \) statistic of PCA mixture Model, (d) is the \( nSPE \) statistic of PCA mixture Model, (e) is DRR of the LCDL method, (f) is DRE of the proposed method.

Table 7: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in case 1 of CSTH process without outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR</td>
<td>4.00%</td>
<td>0.00%</td>
<td>100.00%</td>
<td>4.50%</td>
</tr>
<tr>
<td>FDR</td>
<td>97.00%</td>
<td>99.67%</td>
<td>100.00%</td>
<td>98.67%</td>
</tr>
</tbody>
</table>
However, as the proposed method can identify and remove the outliers in the training data, and conduct the process monitoring based on the reconstructed clean data, thus it can eliminate the negative effects of outliers and identify the normal state and faulty state perfectly. In addition, the monitoring results including the FDR and FAR of robust PCA model, PCA mixture model, LCDL method and the proposed method are listed in Table 8. Comparing with the robust PCA model, PCA mixture model and LCDL method, the proposed method can identify the normal state and faulty state with the best performance in both FDR and FAR indexes.

Figure 8: The monitoring results of Case 1 in the CSTH process with outliers. Here, (a) is the $rT^2$ statistic of robust PCA model, (b) is the $rSPE$ statistic of robust PCA model, (c) is the $nT^2$ statistic of PCA mixture Model, (d) is the $nSPE$ statistic of PCA mixture Model, (e) is DRR of the LCDL method, (f) is DRE of the proposed method.

In the second case, aiming at verifying the efficiency of the proposed method
Table 8: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in case 1 of CSTH process with outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r^2$</td>
<td>$rSPE$</td>
<td>$n^2$</td>
<td>$nSPE$</td>
</tr>
<tr>
<td>FAR</td>
<td>4.00%</td>
<td>4.00%</td>
<td>50.00%</td>
<td>2.00%</td>
</tr>
<tr>
<td>FDR</td>
<td>11.50%</td>
<td>68.50%</td>
<td>0.00%</td>
<td>14.33%</td>
</tr>
</tbody>
</table>

on the multiplicative fault of CSTH process, we collect the first 200 samples in the same way as case 1, but we impose a multiplicative fault on temperature measurements with a factor of 0.625 for the 200-800 samples of the testing data. Figure 9 illustrates the process monitoring result of the robust PCA model, PCA mixture Model, LCDL method and the proposed method. Since the training data are corrupted by outliers, the robust PCA model and PCA mixture model fails to provide a satisfied process monitoring results, and the LCDL method only detects the fault intermittently. However, as the proposed method can eliminate the negative effects of outliers, it can identify the faulty state from the normal state effectively. In addition, the quantitative monitoring results including the FDR and FAR of the robust PCA model, PCA mixture model, LCDL method and the proposed method are listed in Table 9. Compare with the robust PCA model, PCA mixture model and LCDL method, the proposed method can classify the normal state and faulty state perfectly. Therefore, we can draw the conclusion that the proposed method can detect the additive fault or multiplicative fault of multimode CSTH process perfectly, and the process monitoring result is robust even when the training data contaminate by outliers.

5. Aluminum Electrolysis Process Example

High efficiency aluminum electrolysis process has long been a challenging industrial issue. However, due to complex physical and chemical reactions and interference of various external conditions and manual operation, the aluminum electrolysis process often works on different modes, which increase difficulties...
Figure 9: The monitoring results of Case 2 in the CSTH process with outliers. Here, (a) is the $rT^2$ statistic of robust PCA model, (b) is the $rSPE$ statistic of robust PCA model, (c) is the $nT^2$ statistic of PCA mixture Model, (d) is the $nSPE$ statistic of PCA mixture Model, (e) is DRR of the LCDL method, (f) is DRE of the proposed method.

Table 9: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model in Case 2 of CSTH process with outliers

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$rT^2$</td>
<td>$rSPE$</td>
<td>$nT^2$</td>
<td>$nSPE$</td>
</tr>
<tr>
<td>FAR</td>
<td>31.50%</td>
<td>0.50%</td>
<td>0.00%</td>
<td>3.50%</td>
</tr>
<tr>
<td>FDR</td>
<td>56.17%</td>
<td>87.50%</td>
<td>0.00%</td>
<td>0.33%</td>
</tr>
</tbody>
</table>
for the aluminum electrolysis process monitoring. In the aluminum electrolysis process, the system must follow two basic balances: material balance and heat balance. Often, these two balances are hard to measure directly. Alternatively, the individual anode current is used to characterize the condition of aluminum electrolysis cells [12]. Differing from cell voltage and cell current, anode current data can provide an insight into the localized anodic dynamic behavior in an operating aluminum electrolysis cell. In a typical cell, the number of anodes can vary from 18 to 48, which depends on the cell size. In this paper, the data set is collected from the 400KA series of the aluminum electrolysis cell of a aluminum corporation in Shandong province of China. Here, the number of anodes of the cell is 24, and the schematic diagram of the anodes of a aluminum electrolysis cell is shown in Figure [10]. From Figure [10], we can see that the current flowing through each anode is controlled by the actual cell voltage as well as the path resistance of each anode. In addition, we also know that the summation of all currents of the anodes equals the total current supplied to the cell $I_{\text{cell}}$. The anode effect is an abnormal operation condition closely related to the anode current. When the anode effect occurs, large amounts of perfluorocarbons such as $CF_4$ or $C_2F_6$ are produced, which will decrease both the current efficiency and the lifetime of the cell. Thus, the spatial anode currents provide an elaborate perspective for Aluminum Electrolysis process monitoring. In the following, we will use the 24-dimensional anode current data of two given aluminum electrolysis cells to detect the abnormality of anode effect.

We selected 6000 samples of daily data as the training data (Here, the first 3000 samples are collected from the first cell, and the last 3000 samples are collected from the second cell), and selected another 800 samples (The first 100 sample are collected from the first cell, and 101th to 200th samples are collected from the second cell. The last 600 samples are collected from the second cell when the fault of anode effect happens) as the testing data to verified the efficiency of the proposed method. The settings of the different methods are as follow. For the robust PCA method, seven variables are used to build the model,
and the number of PCs is determined by the CPV criterion. The regularization parameter of the robust PCA method is set according to its original setting, namely, \((\lambda, \mu) = (0.0129, 0.129)\). The threshold of CPV is set as 85%. For PCA mixture method, the mixture components is automatically optimized by the BYY scale-incremental EM algorithm. For LCDL method, the cluster number is 2. For the proposed method, the number of the atoms in the learned dictionary is 80. The ranges of parameters \(T_1\) and \(T_2\) are empirically set as \(T_1/m \in [0, 1.0]\) and \(T_2/m \in [0, 0.5]\), respectively. For all four methods, the thresholds of different indices are determined empirically, and the confidence level is set to \(\alpha = 95\%\).

Figure 11 shows the process monitoring results of the robust PCA model, PCA mixture Model, LCDL method and the proposed method. As the data collected from industrial system are often contaminated by different kinds of noise and outliers, we can see that the process monitoring result are all reduced seriously. The \(rT^2\) and \(nT^2\) of robust PCA model and PCA mixture model fail to identify the normal data and faulty data correctly. And the \(rSPE\) and \(nSPE\) of robust PCA model and PCA mixture model can detect the anode effect correctly but with a high FAR. Compare to the LCDL method, the proposed method can identify the normal and faulty states with high accuracy because it takes the outliers into account. In addition, the quantitative monitoring results including...
Figure 11: The monitoring results of Aluminum electrolysis process. Here, (a) is the $rT^2$ statistic of robust PCA model, (b) is the $rSPE$ statistic of robust PCA model, (c) is the $nT^2$ statistic of PCA mixture Model, (d) is the $nSPE$ statistic of PCA mixture Model, (e) is DRR of the LCDL method, (f) is DRE of the proposed method.

The FDR and FAR of robust PCA model, PCA mixture model, LCDL method and the proposed method are listed in Table 10. Accordingly, it can concluded that the proposed method is efficient for industrial process with multimode, and as it can identify and remove the outliers in the training data, thus it can eliminate the negative effect caused by the outliers. Therefore, we can conclude that the proposed method is more suitable for the industrial system process monitoring.
Table 10: Quantitative results of Robust PCA model, PCA mixture Model, LCDL model and the proposed model Aluminium electrolysis process

<table>
<thead>
<tr>
<th>Index</th>
<th>Robust PCA model</th>
<th>PCA mixture Model</th>
<th>LCDL Model</th>
<th>Proposed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAR</td>
<td>58.00%</td>
<td>6.50%</td>
<td>100.00%</td>
<td>21.50%</td>
</tr>
<tr>
<td>FDR</td>
<td>64.67%</td>
<td>95.33%</td>
<td><strong>100.00%</strong></td>
<td><strong>100.00%</strong></td>
</tr>
</tbody>
</table>

6. Conclusion and Discussion

In this paper, we introduce a robust dictionary learning method for multimode process monitoring. Here, we first model the industrial data in a generative style, and incorporate the feature of sparsity of outliers in the training data, and then identify and remove the outliers based on the revised dictionary learning framework. After that, we conduct the process monitoring task with the reconstructed clean data. Thus, the proposed method can eliminate the negative effect caused by outliers and can be more accurate for process monitoring task. Two kinds of numerical illustrative examples as well as an industrial aluminum electrolysis process example are used to demonstrate the effectiveness of robust multimode process monitoring method. Generally, the proposed dictionary learning method is an unsupervised method. The future work is to take some prior information of the monitored industrial system into the dictionary learning framework, so as to enhance the accuracy of multimode process monitoring further. Although the proposed method can deal with the multimode process monitoring task, it requires all operation conditions be available for model development. Thus, how to deal with the situation when a new operation mode occurs is another interesting direction for future research.
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