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Aims of the research 

This study aims to provide an understanding of perceptions of Deepfakes from the perspective of 

audiences, exploring if there are any strategies for Deepfake identification using a diary study in order to 

help audiences better discern Deepfake videos on the internet. 

Background to the research  

As technology developed rapidly, social media became a platform that significantly influenced daily 

human life. With the enormous amount of information emerging, plenty of fake news (FN) is created. 

Olan et al. (2022) mentioned in their article that fake news keeps altering people's point of view on critical 

issues and their societal values. Deepfakes could be one of the most popular technologies for people to 

create fake news.  

The word 'Deepfakes,' as Nguyen et al. (2022) described in the article, is a combination of two words: 

'deep learning' and 'fake,' in which people use AI technologies to swap the faces of celebrities or politicians 

to bodies in illegal images and videos. Deepfake technology will help generate a humorous or political 

video of a person saying anything without the consent of the person, whose appearance and voice are 

involved (Westerlund, 2019). For example, During President Trump's election campaign, his competitors 

used Deepfake to create some peachy news about him, which used to discredit him and make people 

distrust him. According to Köbis et al. (2021) talking about people's perception of Deepfakes, their 

research result shows that people can no longer detect Deepfakes since many of them are overconfident 

in their detection abilities. Recent studies related to Deepfake mostly rely on the technological surface, 

which focuses on how to create Deepfake videos but ignores the humanity part. In this research, our 

primary goal is to analyze the underlying reasons that influence people to perceive Deepfake videos. In 

addition, we will provide future strategies for helping people to authenticate Deepfake videos. 

Objectives of the Research  

1. Record participants' data to determine if there are any improvements in their Deepfake video detection 

ability in a period of time and record their individual differences.  

2. Provide future strategies for helping people to authenticate Deepfake videos. 

Literature Review 

Deepfake background 

Deepfake was created by a person who used the username "Deepfake", a combination of the words "Deep 

learning" and "Fake". This user publicly posted the video he made on the Internet, replacing female 

celebrities' faces in an adult porn video. (Albahar & Almalk, 2019). While Gamage and other researchers 

define Deepfake as “the application of deep learning methods to generate fake content-usually video, 

images, audio or text (Gamage et al., 2022, p. 2)”. This definition is a simple explanation of Deepfake 



technology in a broad sense. Other researchers, on the other hand, focus more on aspects related to the 

principles of the technology. In their research paper, Li et al. describe how the technique works as “the 

faces of a target individual are replaced by the faces of a donor individual synthesized by DNN models, 

retaining the target's facial expressions and head poses (Li et al., 2022, p. 72)”. This means that the 

technique relies on a large amount of data and algorithmic procedures to support it. All three articles 

provide a basic definition of the deep forgery technique from different perspectives, which will give our 

project a more comprehensive understanding of the technique and help us provide technical explanations 

to the participants in the subsequent phases. 

Kietzmann et al. provide a more detailed description of the technical principles of deep forgery video 

generation. The technique uses an auto-encoder and a "Generative Adversarial Network" (GAN) machine 

learning model to merge and superimpose images or videos onto the source image or video, and a large 

sample of individuals' voices, facial expressions, and body movements are stitched together into fake 

content with the help of “Deep Neural Network (DNN) (Kietzmann et al., 2019). In simple terms, a 

database containing hundreds or even thousands of photos of the target task is placed in the algorithmic 

program for learning, which results in image replacement in the same encoder. This article provides 

examples in some detail to explain how Deepfake works and can help provide a technical knowledge base 

for our project analysis. 

Impacts and threats of Deepfakes 

Being a pioneering technological innovation, the possible negative effects of Deepfakes are considerable. 

Caldwell et al. (2020) categorized and rated the potential criminal and terrorist threats to AI technology. 

Among them, Deepfake is classified as high risk with the greatest concerns. 

Dominated by the notion that seeing is believing, people trust video content more in terms of visual input 

(Frenda et al., 2013, Sundar, 2008). Therefore, Deepfake videos are more likely to be trusted as real (Köbis 

et al., 2021). Moreover, the threshold for participation in Deepfake is very low. With the help of Deepfake 

applications, such as FaceApp, Deepfake technology is widely accessible to the public (Köbis et al., 2021). 

Creating Deepfake videos is also becoming accessible to the general public without large training datasets 

(Nirkin et al., 2019).  

Pornography is a widely used area of Deepfake, and the production of related fake videos brings many 

negative effects. A study conducted in 2019 points out that 96% of Deepfake videos are classified as 

pornographic (Ajder et al., 2019). A large number of pornographic Deepfake videos threaten people's right 

to reputation (Köbis et al., 2021). And the complex regulatory situation caused by Deepfake also demands 

a higher level of privacy protection and data protection for people (Kikerpill, 2020). Another possibility 

of using Deepfakes is in the political field, to disrupt political campaigns and manipulate public opinion 

(Chesney & Citron, 2019). Indeed, the Deepfake videos of celebrities may harvest more attention. But 

more importantly, public figures have a large database of videos, allowing Deepfake to learn and imitate 

more easily (Dasilva et al., 2021). In the communication realm, fake videos also lead to serious 

consequences. With the technology of artificial intelligence, the border between true and false videos is 

further blurred, leading to more difficulty in discerning Deepfake videos. Thus undermining the authority 

of news and affecting public trust in media (Vaccari & Chadwick, 2020; Godullaet al., 2021).  



Currently, the majority of research on the impact of Deepfake focuses on its negative effects, but there are 

still some researchers affirming the improvements and benefits that Deepfake has brought to certain 

industries in the applications of virtual reality (Bose & Aarabi, 2019). Liu et al (2019) apply Deepfake's 

technology to the fashion industry, proposing a deep generative approach called SwapGAN. They use 

deep learning to simulate a person's fashion style with reference to their pose and body shape. In addition, 

for the entertainment industry, Deepfake also gives them the opportunity to use more realistic stunt 

doubles (Godullaet al., 2021). 

Detection of Deepfakes 

Although most of the Deepfake detection research focuses on technical and algorithmic implementations, 

there are still some researchers who notice the difficulty for people to identify Deepfake videos. 

Khodabakhsh et al. (2019) notice the vulnerability of people when facing fake audiovisual content. By 

showing participants with fake audiovisual content including Deepfake videos, they find that people rely 

heavily on the head and facial cues when authenticating. External treatments are provided to track the 

change in people's Deepfake authentication ability as well. However, the results prove that awareness 

treatment and financial incentive treatment cannot improve the accuracy and people's ability to detect 

Deepfake is often lower than estimated (Köbis et al., 2021). In studying the relationship between technical 

affinity and Deepfake detection, questionnaires are used to examine the relevance of age, education level, 

and gender on technical affinity, as well as the effect of technical affinity itself on the identification level 

of Deepfake videos. Ultimately the study concluded that the level of technological affinity possessed by 

the video viewer was positively correlated with the level of recognition (Kleine, 2022). Some researchers 

introduced eye gaze tracking technology to collect more precise and accurate data. Combined with 

questionnaires and eye gaze tracking technology, Tahir et al. (2021) analyze the elements of participants' 

perceptions of the Deepfake video. In addition, they later developed a customized training program to test 

the usefulness of some of the video authenticity identification strategies. Finally, the researchers 

concluded that the participants' perception and identification levels improved significantly after the 

training. Wöhler et al. (2021) also use eye gaze tracking technology to test participants' reactions to real 

and deep fake videos. At the same time, participants fill in questionnaires after watching and finally 

researchers find that the frequency of mouth and eyes is higher. 

Audio Deepfake is also a good aspect to specifically examine the perception of Deepfake, many of these 

studies provide a good reference for Deepfake video research. Focusing on student groups, Watson et al. 

(2021) examined the dependent variable of students' perception of Audio Deepfake in terms of the 

audience's knowledge of the technology, audio length, grammatical difficulty, education level, and 

political factors as independent variables. By examining the probability of identifying Deepfake audio, 

they concluded that the complexity of the utterance, length, and knowledge of the technology had an 

impact on the results. Müller et al. (2022) also place their focus on people identifying the authenticity of 

the Deepfake audio. In this study, participants and the AI simultaneously analyze the authenticity of the 

unified video to derive differences between humans and computers in recognizing Deepfake videos. The 

researcher's final point about speech influence on Audio Deepfake detection is meaningful for our project. 



Native speakers outperform non-native speakers on audio recognition, while the results on the effect of 

language on Deepfake video are still missing. 

Although most of the previous studies on Deepfake have been focused on Deepfake technology, the key 

factors and main forgery parts of the four facial manipulation technologies mentioned in the article in the 

process of Deepfake can still provide a reference for our project in identification strategy. According to 

Tolosana et al.’s article in 2020, they cite a large number of other people's research results to 

comprehensively discuss the specific procedures and methods used in each manipulation type in the 

process of Deepfake and focus on the specific operation of Deepfake technology in facial manipulations, 

such as Entire Face Synthesis, Identity Swap, Attribute Manipulation and Expression Swap. In addition, 

Westerlund’s article in 2019 summarizes the research and information about Deepfake in existing 

literature and news reports which claims plenty of imperfections exist in today’s Deepfake technology.  

Research gaps 

Current research about Deepfakes lacks standard measures and overarching theoretical frameworks 

(Vasist & Krishnan, 2022). Although some strategies and measures have been put forward in some 

articles on identifying Deepfake videos, these ideas lack practical verification and only have theoretical 

support. In addition, most of the studies involved the correlation between demographic characteristics, 

such as the relationship between age and false news acceptance (Guess et al., 2019), while the 

relationship between Deepfake video perception and demographic characteristics has not been 

scientifically verified. In general, empirical research is relatively lacking both in the study of the 

relevant factors of Deepfake video and in the analysis of measures and strategies. 

When facing Deepfake videos, people can only rely on their bare eyes and ears, which makes them more 

vulnerable (Nygren et al., 2021), while current studies of Deepfake detection are more biased from a 

technological perspective. Lots of researchers are working on improving the algorithm to build machine 

classifiers for Deepfake videos with better performance (Li et al., 2020; Yang et al., 2019). According to 

Gurnera et al. (2020), they use Expectation Maximization (EM) algorithm to create a new detection 

method in the Deepfake videos and receive improved results. 

However, with the improvement of Deepfake technology, user detection should be improved as well. 

Most of the research papers related to Deepfake videos are leaned on the technology part rather than the 

user detection part. Many researchers noticed the biased situation we mentioned before and made some 

efforts on helping users to improve their detection ability (Thaw et al., 2020; Köbis et al., 2021). This 

topic is immature and has great potential for us to investigate. It is crucial to continue working on the  

users' perspectives. This study will further analyze users’ Deepfake video detection with new measures 

and perspectives. 

 

Methodology  

Diary study 



The diary method is a self-reporting research method. Complete and reliable data collection is obtained 

through the participants' initiative reports (Sun et al., 2011; Bolger et al., 2003). In this project, diary study 

will be used to track how well people identify Deepfake videos and the factors that influence their 

perception. 

Study design 

In this diary study, the size of the sample is about 21-24. The duration of the assessment will be 3 weeks 

and the frequency of the assessment will be once every 7 days. 

Firstly, we will provide participants with some instructions about how to respond to the survey and collect 

their personal data, such as gender, age, academic background, and social media usage. We will also ask 

them if they have any previous identification experience with Deepfake videos. In addition, we will 

provide participants with both original videos and Deepfake videos several times in three weeks without 

letting them know the real aim of the project and ask them to answer the questions we provided in the 

form of a diary. These include whether they could determine if the video is true or not, and the main reason 

why they make this decision. In order to avoid the influence caused by the order of the video, we will 

randomly send those videos to them. We will then repeat those steps above, keep collecting data and see 

if there are any improvements. Finally, after collecting the participants' diary records, we will interview 

them about the specific identification process. 

 

Research schedule  

 
 

 

Dissemination of Results and Contributions of Project 

After we finish the research, we will send participants the result of our study, and publish it in the relevant 

journals.  



From users' perspective, this research will probably help participants have a better understanding of those 

deepfake videos and improve their ability to distinguish deepfake videos when they face some fake news 

or videos in their daily lives.  

From the researchers' perspective, diary studies here will help them establish a different point of view 

from users' perspectives. They could use similar methods to verify any feasible ways they find to help 

improve users' ability on deepfake video detection.  
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