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Abstract: A novel feature set based on generalized co-occurrence matrix is proposed for Content-based Image Retrieval (CBIR). Texture features provide important cue for the visual information retrieval and discrimination of image content, therefore a set of 3D co-occurrence matrix based texture features is proposed. The preliminary results based on the novel features are much better than traditional ones. Experiments are implemented on an image database including 25000 images.
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1 Introduction

Recently, Content-based image retrieval (CBIR) has gained much attention\cite{1-2}, and many systems\cite{3-7} have been built for this purpose. In those systems, low-level features are employed. Visual features, together with distance metric, are used as criteria to retrieve related images from the databases or Internet.

In CBIR, a challenge is to find efficient and effective features for image representation and similarity measurement, these features should be closely associated with the main contents of the image concerned. However, features in general meaning have not been found. Of all the proposed approaches based on low-level features, co-occurrence matrix\cite{8}, one of the fundamental image properties, is used extensively.

Many researchers applied texture in finding similarities between images. In the QBIC \cite{3}, Niblack et al. used coarseness, contrast and directionality; In the Photobook\cite{4}, Pentland et al. introduced a global signature based on a sum of weighted Gaussian to describe the texture. Manjunath and Ma\cite{10} used the means and standard deviations of Gabor transform coefficients for different scales and orientations. Li et al.\cite{11} used different spatial features like gray level differences, moments, autocorrelation functions fractals and Rober's gradient. All the methods have received great achievements, but sometimes the features do not work for color images, so it is demanding to find a novel feature for color visual texture information retrieval.

Actually, the color spatial information is important to characterize the images\cite{9}. However, most of previous research focuses on gray images, so a set of novel 3D co-occurrence matrices is defined in this paper, and the paper is organized as follows: algorithms are presented in Section 2; experiments and results are shown in Section 3; Finally, in Section 4, conclusions and future work are presented.

2 Algorithm

Co-occurrence matrix describes periodical information in an image. The feature is descriptive and easily computable based on gray-tone spatial dependency. But if the color images are translated into gray-level, color information will be lost, therefore a novel color co-occurrence matrix (3D) is built in the HSV color space, which is selected because it suits human’s visual perception:

\[
V = \frac{1}{7} (R + G + B) \quad S = 1 - \frac{3 \min(R, G, B)}{R + G + B} \quad H = \begin{cases} \theta & G \geq B \\ 2\pi - \theta & G < B \end{cases} \quad \theta = \cos^{-1} \left[ \frac{\frac{1}{3}[(R-G)+(R-B)]}{\sqrt{(R-G)^2 + (R-B)(G-B)}} \right]
\]

And then, each color channel is quantized into bins. Typically, the first thing we usually notice about a
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color is its hue, so we quantize H into 8 bins, while S and V are equally quantized into 4 bins. In HSV (3D) space, nine directions are used to describe the feature. Every pixel on the H plane is corresponding to nine neighbors on S plane and nine on V plane. From the Fig.1, it could be seen easily, pixel o, in H plane, has nine neighbor pixels on S plane and nine on V plane. There are nine directions in the matrix space. Each line’s center is o. The \((i, j, k)\) matrix entry represents the number of times pixel o has value \(j\) in H plane, pixel a has value \(i\) in V plane and pixel b has value \(k\) in S plane when pixel a and b are neighbors of pixel o and on the same direction. o varies across the entire H plane. Along the edges, the image is assumed to repeat itself, according to a torus topology. Based on these nine matrices, a large number of features will be defined. The results from previous studies in the 2D co-occurrence matrix are compared. From these definitions, corresponding features were built up. Assuming G is the gray level, we compare the traditional co-occurrence features to our novel 3D features.

(a) The angular second-moment (ASM) is a measure of homogeneity of the image and is defined as

\[
\text{The counterpart of } f_{20} = \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} P_{i,j,0} \text{ in 3D is } f_{20} = \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \sum_{k=0}^{G-1} P_{i,j,k,0}.
\]

(b) The contrast feature (CON) is a difference moment used to measure the contrast or the local gray level variation presented in an image

\[
\text{The counterpart of } f_{20} = \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \sum_{k=0}^{G-1} P_{i,j,k,0} \text{ in 3D is }
\]

\[
f_{20} = \frac{1}{G} \sum_{i=1}^{G} \sum_{j=1}^{G} \sum_{k=1}^{G} n^2 \sum_{|i-j|\leq n} P_{i,j,k,0} + \frac{1}{G} \sum_{i=1}^{G} \sum_{j=1}^{G} \sum_{k=1}^{G} n^2 \sum_{|j-k|\leq n} P_{i,j,k,0} + \frac{1}{G} \sum_{i=1}^{G} \sum_{j=1}^{G} \sum_{k=1}^{G} n^2 \sum_{|i-k|\leq n} P_{i,j,k,0}.
\]

(c) The correlation feature (COR) measures color linear dependencies in the image under HSV space.

\[
\text{The counterpart of } f_{20} = \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \sum_{k=0}^{G-1} P_{i,j,k,0} \text{ in 3D is } f_{20} = \frac{1}{G} \sum_{i=1}^{G} \sum_{j=1}^{G} \sum_{k=1}^{G} \mu_x \cdot \mu_y.
\]

(d) The entropy feature (ENT) measures complexity

\[
\text{The counterpart of } f_{20} = \sum_{i=0}^{G-1} \sum_{j=0}^{G-1} \sum_{k=0}^{G-1} P_{i,j,k,0} \cdot \ln(P_{i,j,k,0}) \text{ is } f_{20} = \frac{1}{G} \sum_{i=1}^{G} \sum_{j=1}^{G} \sum_{k=1}^{G} \ln(P_{i,j,k,0}).
\]

The vector \(F=[f_{10}, f_{20}, f_{30}, f_{40}]\) could represent the color images. In our experiments, we tested the features by following metrics, and the experimental results show that the Euclidean metric performs well for our features.

1. \(\sum_{i=1}^{\dim F} (F_i - F'_i)^2\)
2. \(\sum_{i=1}^{\dim F} (|\max(F_i, F'_i)| - |\min(F_i, F'_i)| - 1)\)
3. \(\sum_{i=1}^{\dim F} \max(F_i, F'_i)\)
4. \(\sum_{i=1}^{\dim F} |F_i / F'_i|\) (If \(F'_i \neq 0\) then \(F_i / F'_i\) is zero)

3 Experimental Results

iPHOTO system, our test bed, is built up under Visual Studio 7.0 / Matlab 6.0 /Windows 2000, and our image database contains 2,5000 pictures in JPEG format, based on it, a series of tests were made and hundreds of queries were tested, the some examples experiences and results are shown below.

![Fig 1: Neighbors of a pixel in color space](image)

![Fig 2: Results by 3D Co-occurrence matrix features](image)
In Fig. 2(b), the x coordinate stands for the amount of the pictures retrieved by iPHOTO, and the y coordinate is the correct number. The retrieval result shown in Fig. 2 (b) means that from No.1 to No.9 images are all contain bird or birds in them, and No.10 doesn't contains a bird. The same is others. Fig. 2 shows that in top 20 images, there are 13 images are right. Fig. 2 (a) shows the retrieval correctness ratio. The x-coordinate is the number of the pictures, which are retrieved by IPHOTO system. Therefore, from the results, it is easy to know that top 5’ correctness ratios are always 100%. About 80% to top 10’s correctness ratios, sometimes, the top 10’s correctness is 100%, such as the presented retrieval results.

Finally, the results by both the presented method (3D) and the traditional method (2D) are shown in Fig. 3 as statistic curves for the purpose of comparison. The x coordinate stands for the top N results, while the y coordinate means the right number among the total N result, and the two curves indicate that the developed scheme outperforms the other scheme in terms of the retrieval efficiency.

4 Conclusions

A new texture-based image retrieval algorithm in our CBIR system iPHOTO has been presented. In the proposed system, another dimension is added to the traditional 2D co-occurrence matrix to form a 3D co-occurrence matrix as to take the image spatial information into account. Based on our image feature matrix, the similarity of images is redefined. Experimental results show that the proposed algorithm outperforms the traditional ways.
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Abstract: In this paper, based on the characteristic of LEO transmission channel, we give out an analysis of the system's performance and a link transmission equation of CDMA of the reverse link as well. Then we put forward a type of CDMA transmission system and the implementation of RF and IF modules. The design and implementation of the key parameters and relative modules of the receiver are specially discussed here.
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