Modeling of nonphase mechanisms in ultrasonic modulation of light propagation
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While phase variation due to ultrasonic modulation of coherent light has been extensively studied in acousto-optical imaging, fewer groups have studied nonphase mechanisms of ultrasonic modulation, which may be important in exploring ultrasonic modulation of incoherent light for imaging. We have developed a versatile Monte Carlo based method that can model not only phase variation due to refractive index changes and scatterer displacement in tissue or tissue-like phantoms, but also amplitude and exit location variations due to the changes in optical properties and refractive index under ultrasonic modulation, in which the exit location variation has not, to the best of our knowledge, been modeled previously. Our results show that the modulation depth due to the exit location variation is three orders of magnitude higher than that due to amplitude variation, but two to three orders of magnitude lower than that due to phase variation for monochromatic light. Furthermore it is found that the modulation depth in reflectance due to the exit location variation is larger than that in transmittance for small source-detector separations. © 2008 Optical Society of America
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1. Introduction
While pure three dimensional optical imaging, such as diffuse optical tomography, has shown great promise in differentiating cancerous lesions from normal tissue in a large tissue volume, it suffers from low spatial resolution [1]. Ultrasonic modulation was proposed to be incorporated into optical imaging to compensate for this weakness. This hybrid modality is often referred to as acousto-optical imaging. Since the early stages of this technique, phase variation due to ultrasonic modulation of coherent light has been extensively studied both theoretically and experimentally. For example, several authors have theoretically investigated the mechanisms of phase modulation [2–7]. Moreover, experiments have shown that this phenomenon can be used to image heterogeneities in a turbid medium [8–13]. In contrast, fewer groups have studied nonphase mechanisms of ultrasonic modulation, although they may be important for exploring ultrasonic modulation of incoherent light for imaging. Mahan et al. [14] have studied the mechanism of intensity variation due to the modulation in the scattering coefficient but did not consider the mechanisms due to the modulation in the absorption coefficient and refractive index. Granot et al. [15] treated the ultrasonic modulation of photon propagation as a tagging process and derived an analytical formula relating the position of the ultrasound transducer to the optical signal at the detector, which could be applicable for both phase and nonphase variations. But one important parameter in the formula, the tagging efficiency, is not defined, so it is difficult to calculate the absolute modulation depth directly. Krishnan et al. [16] proposed a diffusion theory to model the ultrasonic tagging of fluorescence, which treats the refractive index gradient caused by ultrasonic modulation as an "acoustic lens" that diffracts fluorescent light. This theory did not consider the signal modulation caused by the variation in optical properties, which is another important mechanism.
Although it was previously stated that the ultrasonic modulation of incoherent light may be too weak to be experimentally observed [1], Kobayashi et al. [17] have recently shown that the ultrasonic modulation of fluorescent light can be observable in a carefully designed experiment, which suggests the potential of modulating other types of incoherent light, such as narrowband light, with ultrasound for optical imaging. To explore ultrasonic modulation of incoherent light for optical imaging, a versatile method that can model all known mechanisms in the ultrasonic modulation of light propagation, including both phase and nonphase variations, will be very useful. One important question this method will be able to answer is how large the modulation depth due to nonphase variations is compared with phase variations.

We have developed a Monte Carlo-based approach that can simulate both phase variation due to refractive index change and scatterer displacement as well as amplitude and exit location variations due to the changes in optical properties and refractive index, in which the exit location variation has not, to the best of our knowledge, been modeled previously. By simulating various mechanisms in a single Monte Carlo simulation, the modulation depth contributed by each mechanism can be fairly compared.

2. Methods

A. Principles of Amplitude and Exit Location Variation in Ultrasonic Modulation of Light Propagation

Ultrasonic modulation physically causes the compression and stretching of tissue components such as absorbers, scatterers, and surrounding medium, which consequently leads to the variation in the following parameters: the absorption and scattering coefficients and the refractive index. The amplitude, the phase, and the exit location of survival photons can all be affected by the variations in one or more of these parameters. Table 1 lists the known modulation mechanisms, all of which can be modeled by our method. The first column lists modulated tissue parameters that lead to the variations in light propagation parameters as listed in the middle column. The third column lists the relevant parameters that are directly related to measured field autocorrelation or light intensity. In the following sections the derivation will focus on the amplitude modulation and the exit location modulation, because they are less explored in the current literature. It is noteworthy to point out that all variables that vary with ultrasonic modulation will be denoted by $\bullet(t)$ in the following subsections, where $\bullet$ represents the variable.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|}
\hline
Modulated Tissue Parameter & Modulated Light Propagation Parameter & Measurable Parameter \\
\hline
Refractive index & Optical path length & Phase \\
Scatterer displacement & Optical path length & Phase \\
Optical Properties ($\mu_a$ and $\mu_s$) & Total mean free path ($1/\mu_t$) & Exit location \\
Albedo ($\mu_i/\mu_t$) & Albedo ($\mu_i/\mu_t$) & Amplitude \\
Refractive index & Deviation from the straight scattering direction & Exit location \\
\hline
\end{tabular}
\end{table}

\* $\mu_a$ is the absorption coefficient and $\mu_s$ is the scattering coefficient. $\mu_i$ is the total attenuation coefficient, which is defined as $\mu_a + \mu_s$.

1. Modulated Tissue Parameters

The change in the refractive index [18] at a point $\vec{r}$, which refers to the location of the $j$th collision, is

$$
\Delta n(t) = n\eta k_a A \sin(k_a \cdot \vec{r} - \omega_0 t),
$$

where $n$ is the refractive index in the absence of ultrasonic modulation, $\eta$ is a constant related to material properties and ultrasonic velocity [18], $k_a$ is the ultrasonic wave vector and $\omega_0$ is the corresponding scalar, $A$ is the ultrasonic amplitude that refers to the amplitude of the displacement of the medium in which ultrasound propagates, $\omega_0$ is the angular frequency of the ultrasonic wave, and $t$ is time.

According to Beer’s law [19], the absorption coefficient is proportional to the concentration of absorbers, i.e.,

$$
\mu_a = 2.303 \cdot \sum_i \varepsilon_i C_i,
$$

where $\mu_a$ is the absorption coefficient, $\varepsilon_i$ is the molar extinction coefficient, and $C_i$ is the concentration of the $i$th absorber. Because the change in concentration is synchronous with the ultrasound density wave, the change in the absorption coefficient would follow, which at point $\vec{r}$ can be expressed as

$$
\Delta \mu_a(t) = \mu_a \delta \mu_a(t),
$$

where $\mu_a$ is the absorption coefficient in the absence of ultrasonic modulation and

$$
\delta \mu_a(t) = k_a A \sin(k_a \cdot \vec{r} - \omega_0 t).
$$

It is assumed here that $k_a A \ll 1$.

The change in the scattering coefficient is more complicated, because it is related to both scatterer density and refractive index mismatch as follows:

$$
\mu_s = \mu_s Q A_s,
$$

where $\rho_s$ is the volume density, $Q_s$ is the scattering efficiency, and $A_s$ is the geometric cross section. Because the sizes of most tissue scatterers are
considerably smaller than the acoustic wavelength, the change in the particle size is a secondary effect relative to the change in the spacing between the particles. Therefore the geometric cross section is assumed to be not changed with ultrasound. The change in the volume density simply follows the ultrasound density wave, which at point \( \vec{r}_j \) can be denoted as

\[
\Delta \rho_s(t) = \rho_s \delta \gamma(t),
\]

where \( \rho_s \) is the volume density in the absence of ultrasonic modulation. Then

\[
\rho_s(t) = \rho_s + \Delta \rho_s(t) = \rho_s[1 + \delta \gamma(t)],
\]

where \( \rho_s(t) \) is the time varying volume density under ultrasonic modulation.

The scattering efficiency \( Q_s \) can be calculated by Mie theory for commonly seen tissue scatterers. The approximation to the Mie solution for spherical scatterers \cite{20} gives

\[
Q_s = 3.28x^{0.37} (n_r - 1)^{2.09},
\]

where \( x = 2\pi r/\lambda/n_{med} \) and \( n_r = n_p/n_{med}, r \) is the radius of the scatterer particle, \( \lambda \) is the wavelength of light, \( n_p \) is the refractive index of the scatterer particle, and \( n_{med} \) is the refractive index of the surrounding medium. This approximation is valid for \( 5 < x < 50 \) and \( 1 < n_r \leq 1.1 \), which covers a large range of tissue scatterers. Among the variables in Eq. (8), both \( n_r \) and \( n_{med} \) can change with ultrasonic modulation, which follows Eq. (1). It is assumed the refractive index change of the scatterer is equal to that of the medium, which could approximately represent the case of real tissue whose main component is water (other cases will be discussed in Section 4). Then \( n_r \) remains unchanged because the changes in the refractive index of the medium will cancel out. The modulated refractive index of the medium can be expressed by

\[
n_{med}(t) = n_{med} + \Delta n_{med}(t) = n_{med}[1 + \eta \delta \gamma(t)],
\]

where \( n_{med} \) refers to the refractive index in the absence of ultrasonic modulation. Plugging Eq. (9) into Eq. (8) and keeping first-order terms only yields

\[
Q_s(t) = Q_s[1 + 0.37\eta \delta \gamma(t)],
\]

where \( Q_s \) is the scattering efficiency in the absence of ultrasonic modulation.

Now replacing the ultrasound-dependent terms in Eq. (5) with Eqs. (7) and (10) generates

\[
\mu_s(t) = \rho_s(t)Q_s(t)A_s = \mu_s[1 + \delta \gamma(t) + 0.37\eta \delta \gamma(t)],
\]

where \( \mu_s \) is the scattering coefficient in the absence of ultrasonic modulation. So the change in the scattering coefficient at point \( \vec{r}_j \) is

\[
\Delta \mu_s(t) = \mu_s[1 + 0.37\eta \gamma]k_s \sin(\vec{k}_s \cdot \vec{r}_j - \omega_s t).
\]

For simplicity, let

\[
\gamma = 1 + 0.37\eta,
\]

then

\[
\Delta \mu_s(t) = \mu_s \gamma k_s \sin(\vec{k}_s \cdot \vec{r}_j - \omega_s t).
\]

2. Modulated Light Propagation Parameters

Now let us look at how modulation in the optical properties and the refractive index would change light propagation in a Monte Carlo simulation. First the modulation in the albedo changes weight attenuation at each random walk step and subsequently the exit weight of survival photons:

\[
a(t) = \frac{\mu_s + \Delta \mu_s(t)}{\mu_s + \Delta \mu_t(t)} = \frac{\mu_s[1 + \eta \delta \gamma(t)]}{\mu_s + [(\mu_a + \mu_s \gamma) \delta \gamma(t)]}
\]

\[
\approx a \cdot [1 + (\gamma - 1) \cdot (1 - a) \cdot \delta \gamma(t)],
\]

where \( a \) is the albedo in the absence of ultrasonic modulation.

Assuming a photon experienced \( N \) collisions before exit, its exit weight would be

\[
\prod_{j=1}^{N} a(t_j) = a^N \cdot \prod_{j=1}^{N} [1 + (\gamma - 1) \cdot (1 - a) \cdot \delta \gamma(t_j)]
\]

\[
\approx a^N \cdot [1 + \sum_{i=1}^{N} (\gamma - 1) \cdot (1 - a) \cdot \delta \gamma(t_j)].
\]

Therefore the fractional change in the exit weight at each step is

\[
\Delta w(t) = (\gamma - 1) \cdot (1 - a) \cdot \delta \gamma(t).
\]

It is clear that the change in the exit weight is proportional to \( 1 - a = \mu_a/\mu_a + \mu_s \). It should be pointed out that \( \Delta w = 0 \) according to Eq. (17) when \( a = 1 \) or \( \gamma = 1 \). The case of \( a = 1 \) suggests that ultrasound modulation has no effect on the exit weight of individual photons in nonabsorbing media via this mechanism. In the case of \( \gamma = 1 \), the relative changes in \( \mu_a \) and \( \mu_s \) are equal.

Second the modulation in the total attenuation coefficient changes the total mean free path and, subsequently, the step size of the photon random walk. According to Eqs. (3) and (14), the modulation in the total attenuation coefficient can be expressed as

\[
\Delta \mu_t(t) = \mu_s[1 + 0.37\eta]k_s \sin(\vec{k}_s \cdot \vec{r}_j - \omega_s t).
\]
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Assuming a random number generated from uniform distribution \( \xi \in [0, 1] \), the step size for a static total attenuation coefficient \( \mu_t \) in the absence of ultrasonic modulation is \( L = -\ln(\xi)/\mu_t \), i.e., \(-\ln(\xi) = L \cdot \mu_t \). When the total attenuation coefficient varies with location \( \bar{r}_j \) under ultrasonic modulation, the step size equation should hold for every infinitesimal interval along the random walk step, i.e., \(-\ln(\xi) \cdot ds/L' = ds \cdot \mu_t(s)\), where \( L' \) is the new step size, \( s \) represents the spatial location along this random step, and \( \mu_t(s) \) is the total attenuation coefficient in the presence of ultrasonic modulation that is a function of the spatial location. Integrating both sides from 0 to \( L' \) yields

\[
-\ln(\xi) = \int_0^{L'} \mu_t(s)ds = \int_0^{L'} [\mu_t + \Delta \mu_t(s)]ds. \tag{19}
\]

Writing \( \vec{k}_a \cdot \vec{r}_j \) as \( k_a \cdot s \cdot \cos \theta_j \), where \( \theta_j \) is the angle between \( \vec{k}_a \) and \( \vec{r}_j \), in Eq. (18) and plugging into Eq. (19), then equating the right-hand side of Eq. (19) to \( L \cdot \mu_t \) and solving for \( L' \) yields

\[
\Delta L(t) = L' - L = -2\mu_a + \mu_a \frac{\epsilon h(z)}{\mu_t} \delta_2(t) = -2[1 + (\gamma - 1) \cdot a] \delta_2(t), \tag{20}
\]

where

\[
\delta_2(t) = A \sin\left(\frac{k_a \cdot L \cos \theta_j}{2} - \omega_a t\right) \times \sin\left(\frac{k_a \cdot L \cos \theta_j}{2}ight) / \cos \theta_j. \tag{21}
\]

It should be noted that the first-order approximation was used in Eq. (21). To facilitate tracking the random walk, the change in the step size can be decomposed to the components in the \( x \), \( y \), and \( z \) axes, which can then be accumulated separately at every step of the random walk. The accumulation of the step size change with time at each step causes the modulation in the exit locations of survival photons.

Finally the modulation in the refractive index can create a refractive index gradient in the medium that can distort the light path that would be straight in the absence of ultrasonic modulation. Similar to the modulation of the total attenuation coefficient, eventually this will also lead to the modulation in the exit location of the photon. Let us consider a single step ending at \((0, 0, z)\) that would be straight for a uniform distribution of refractive index as shown in Fig. 1. In the presence of a refractive index gradient, the photon path would deviate from the straight line and end at \(B(x, y, z)\).

\[
\begin{align*}
A(0,0,0) & \quad \rightarrow \quad B(x,y,z) \\
(0,0,z) & \\
\end{align*}
\]

Fig. 1. A photon is assumed to start from \(A(0,0,0)\) and travel along the \( z \) axis, which would end at \((0, 0, z)\) for a uniform distribution of the refractive index. In the presence of a refractive index gradient, the photon path deviates from the straight line and ends at \(B(x, y, z)\).

Assume

\[ n(x, y, z) = n_0 + \epsilon \delta(x, y, z), \tag{22} \]

and introduce the displacements on the \( x \) and \( y \) axes,

\[ x(z) = \epsilon f(z), \quad y(z) = \epsilon g(z), \tag{23} \]

where \( \epsilon \) is a small constant related to ultrasound modulation, and \( f(z) \) and \( g(z) \) are two unknown functions that will be derived in the following steps:

Expanding \( h(x, y, z) \) in a Taylor series to the first order, yields

\[
n(x, y, z) = n_0 + \epsilon f(x, y, z) = n_0 + \epsilon h(x, y, z) = n_0 + \epsilon h_0(z) + \epsilon^2 f(z) + \epsilon^2 g(z) + o(\epsilon^3), \tag{24} \]

where \( h_0(z) = h(0, 0, z), \) \( h_0(z) = \partial h(x, y, z)/\partial x |_{x=0,y=0} \), and \( h_0(z) = \partial h(x, y, z)/\partial y |_{x=0,y=0} \).

Plugging Eqs. (23) and (24) into the ray equations [21],

\[
\frac{\partial n}{\partial x} \sqrt{x'^2 + y'^2 + 1} = \frac{d}{dz} \left( \frac{n_x}{\sqrt{x'^2 + y'^2 + 1}} \right), \\
\frac{\partial n}{\partial y} \sqrt{x'^2 + y'^2 + 1} = \frac{d}{dz} \left( \frac{n_y}{\sqrt{x'^2 + y'^2 + 1}} \right), \tag{25} \]

the following equations can be obtained [22]:

\[ n_0 \frac{df}{dz} = h_x(z), \quad n_0 \frac{dg}{dz} = h_y(z). \tag{26} \]

Integrating Eq. (26) from 0 to \( z \) and applying \( f(0) = g(0) = 0 \) yields

\[
f(z) = \frac{1}{n_0} \int_0^z (z - z') h_x(z')dz', \quad g(z) = \frac{1}{n_0} \int_0^z (z - z') h_y(z')dz'. \tag{27} \]

Now turn to the coordinate system in the \( j \)th random walk step as shown in Fig. 2.

According to Eq. (1),

\[
n(\bar{r}_j) = n + nqk_a \sin(\vec{k}_a \cdot \bar{r}_j - \omega_a t) = n + nqk_a A sin(\vec{k}_a \cdot \bar{r}_{j-1} + \bar{s}_j - \omega_a t) = n + nqk_a A sin(\vec{k}_a \cdot \bar{r}_{j-1} + \vec{k}_a \bar{s}_j - \omega_a t). \tag{28} \]

Comparing Fig. 2 with the coordinate system in Fig. 1, it is apparent that \( \bar{s}_j \) should be aligned with the \( z \) axis in Fig. 1 in the absence of ultrasonic modulation. To
use Eq. (27) we need to first transform the original coordinate system so \( \mathbf{\tilde{r}}_{j-1} \) becomes the origin and \( \mathbf{\tilde{s}}_j \) points toward the +z direction in the new coordinate system. This can be calculated by applying a coordinate transformation (see Appendix A). Assume \( \mathbf{\tilde{k}}_a \) becomes \( \mathbf{\tilde{k}}_a = [\mathbf{\tilde{k}}_{ax}, \mathbf{\tilde{k}}_{ay}, \mathbf{\tilde{k}}_{az}] \) in the new coordinate system after the transformation, and an arbitrary point in the new system is denoted by \( \mathbf{\tilde{s}} = (x', y', z') \). Then, according to Eq. (28), the refractive index at this point can be rewritten as

\[
n(\mathbf{\tilde{s}}) = n + n \eta k_a A \sin[\mathbf{\tilde{k}}_a \cdot \mathbf{\tilde{r}}_{j-1} + \mathbf{\tilde{k}}_a \cdot \mathbf{\tilde{s}} - \omega_0 t]
= n + n \eta k_a A \sin[\mathbf{\tilde{k}}_a \cdot \mathbf{\tilde{r}}_{j-1} + \mathbf{\tilde{k}}_{ax} x' + \mathbf{\tilde{k}}_{ay} y' + \mathbf{\tilde{k}}_{az} z' - \omega_0 t].
\]  

Comparing Eqs. (22) and (29), it is straightforward to know that

\[
\epsilon = n \eta k_a A \quad \text{and} \quad h(x', y', z') = \sin[\mathbf{\tilde{k}}_a \cdot \mathbf{\tilde{r}}_{j-1} + \mathbf{\tilde{k}}_{ax} x' + \mathbf{\tilde{k}}_{ay} y' + \mathbf{\tilde{k}}_{az} z' - \omega_0 t].
\]  

Following the calculation procedure from Eq. (22) to Eq. (27), we can obtain the following results:

\[
x'(z') = \epsilon \mathbf{\tilde{k}}_{ax} D(z'), \quad y'(z') = \epsilon \mathbf{\tilde{k}}_{ay} D(z'),
\]  

where \( D(z') = -1/(n k_{ax}^2) [k_{ax}^2 z' \sin(\Phi) + \cos(k_{ax} z' + \Phi) - \cos \Phi] \) and \( \Phi = \mathbf{\tilde{k}}_a \cdot \mathbf{\tilde{r}}_{j-1} - \omega_0 t \). Then the end position of this step becomes \( \{x'(s_j), y'(s_j), z_j\} \), in which \( s_j = |\mathbf{\tilde{s}}_j| \). These coordinates need to be transformed back to the x, y, and z displacements in the original coordinate system. Similar to the variation in the total mean free path, the deviation from the straightforward direction is accumulated at every step of the random walk and eventually leads to the exit location modulation of survival photons. Interestingly the change in the physical length of this step due to the refractive index change is the second-order effect and thus can be neglected. However, the change in the optical path introduced by the refractive index variation is the first-order and thus cannot be neglected, which is one of the two primary mechanisms in phase modulation [18].

It should be pointed out that the first mechanism, i.e., albedo modulation, changes the exit weight of photons and thus should be theoretically observable for both finite-sized and infinitely large detectors. The latter two mechanisms rely on the change in the exit locations of survival photons and thus would not be observable for infinitely large detectors. Because the mean of the modulated fraction of outgoing light with respect to time is zero, it will be observable only if the light collection time is short relative to the ultrasonic period.

B. Monte Carlo Simulation

A Monte Carlo code [23] written for traditional light transport in mulitlayered media was modified to simulate light transport under ultrasonic modulation. Figure 3(a) illustrates the setup in simulations. It is clear that the setup is radially symmetrical about the incident beam. A few special steps were taken to speed up the Monte Carlo simulation. First the time-dependent variation in the exit weight or location was expressed as the summation of two products, in which the time-dependent terms and the time-independent terms are separated. For example, the fractional change in photon weight expressed by

the ring detector is equal to the diameter of the corresponding annular ring is the ring detector, and the dark gray circle with the arrows represent the trajectories of those photons detected on the top surface is a pencil incident beam. The four curved lines on the top surface are the circular detectors for detecting reflectance, while the two cylinders on the bottom surface are for detecting transmittance. The straight line with an arrow pointing at the top surface is a pencil incident beam. The four curved lines with arrows represent the trajectories of those photons detected on the top or bottom surfaces. The gray block arrow represents a planar ultrasound that travels downward. It can be seen that the setup is radially symmetrical about the incident beam. (b) The relation between a ring detector and the corresponding circular detector. The central dark spot is the source location, the light gray annular ring is the ring detector, and the dark gray circle with the bold line is the corresponding circular detector. The thickness of the ring detector is equal to the diameter of the corresponding circular detector.
Eq. (17) can be rewritten as

\[
\Delta w = (\gamma - 1) \cdot (1 - a) \cdot \delta_{lj} \\
= (\gamma - 1) \cdot (1 - a) \cdot k_a A \sin(\vec{k}_a \cdot \vec{r}_j - \omega_a t) \\
= (\gamma - 1) \cdot (1 - a) \cdot k_a A \sin(\vec{k}_a \cdot \vec{r}_j) \cos(\omega_a t) \\
- (\gamma - 1) \cdot (1 - a) \cdot k_a A \cdot \cos(\vec{k}_a \cdot \vec{r}_j) \sin(\omega_a t) \\
= F_j \cdot \cos(\omega_a t) + G_j \cdot \sin(\omega_a t),
\]

where \(F_j = (\gamma - 1) \cdot (1 - a) \cdot k_a A \sin(\vec{k}_a \cdot \vec{r}_j)\) and \(G_j = - (\gamma - 1) \cdot (1 - a) \cdot k_a A \cos(\vec{k}_a \cdot \vec{r}_j)\). In the simulation, \(F_j\) and \(G_j\) instead of \(\Delta w\) were accumulated as photon moves. After the simulation was finished, Eq. (32) was used to recover \(\Delta w\) at all time points. This approach eliminates the need of storing data for all time points during simulations and thus speeds up the simulations.

To reuse simulated data for a range of detector sizes and source-detector separation, the following information for each survival photon was recorded: the exit weight, the \(x\) and \(y\) values of the exit location, the \(x\) and \(y\) displacements due to the total attenuation coefficient modulation, and the \(x\) and \(y\) displacements due to the refractive index modulation. The numerical apertures of detectors were set such that all survival photons reaching the detectors would be counted regardless of their exit angles. It should be noted that both \(x\) and \(y\) displacements have been rewritten as in Eq. (32) so the data deposited for later use were the coefficients of \(\cos(\omega_a t)\) and \(\sin(\omega_a t)\) functions instead of the raw \(x\) and \(y\) displacements. Then the distance of the exit location of each survival photon from the incident location is used to determine whether the photon is collected by a ring detector. A scaling factor is calculated to determine the probability that it will be collected by the corresponding finite-sized circular detector. The relation between the ring detector and the corresponding circular detector is shown in Fig. 3(b). This approach is valid because the simulation setup as shown in Fig. 3(a) is radially symmetrical about the source location, which has been confirmed by comparing the phase modulation result with published data [5].

The optical properties of the tissue model were chosen to be representative of human tissue in the red spectrum as listed in Table 2. The thickness of the tissue model was chosen to be a relatively small value (1 cm) to yield a sufficient number of photons for transmittance. The ultrasound traveled downward in a direction perpendicular to the top surface of the tissue model, and relevant parameters are listed in Table 2. Unless notified otherwise, the simulation was always run with one million incident photons for a total of ten runs. The results from all runs were averaged to generate the raw data for polynomial fitting in Subsection 2.C.

### Table 2. Optical Parameters and Ultrasonic Parameters Used in Simulations

<table>
<thead>
<tr>
<th>Absorption Coefficient ((\mu_a, \text{cm}^{-1}))</th>
<th>Scattering Coefficient ((\mu_s, \text{cm}^{-1}))</th>
<th>Anisotropy ((g))</th>
<th>Refractive Index Mismatch(^a)**</th>
<th>Thickness ((\text{cm}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>0</td>
<td>1.1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Ultrasound Amplitude \((\text{cm})\)**

<table>
<thead>
<tr>
<th>Frequency ((\text{Hz}))</th>
<th>Material Property ((\eta))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1 \times 10^{-8})</td>
<td>(1.48 \times 10^3)</td>
</tr>
</tbody>
</table>

\(^a\)The refractive index was fixed at 1.33 for all layers and surrounding media.

\(^b\)Refractive index mismatch refers to the ratio of the refractive index of scatterers to that of the surrounding medium.

\(^c\)This value was calculated according to the parameters in Ref. [18].
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Fig. 4. (Color online) (a) $\cos(\omega a t)$ coefficient and (b) $\sin(\omega a t)$ coefficient in $\Delta w$ (change in the exit weight) for albedo modulation; (c) $\cos(\omega a t)$ coefficient and (d) $\sin(\omega a t)$ coefficient in $\Delta r$ (change in the exit radial distance) for total attenuation coefficient modulation; and (e) $\cos(\omega a t)$ coefficient and (f) $\sin(\omega a t)$ coefficient in $\Delta r$ for refractive index modulation as a function of the radial distance, which was calculated for diffuse reflectance simulated for a detector with a diameter of 64 $\mu$m and an ultrasound frequency of 1 MHz. The circles are the simulated results, and the continuous curves represent the fitted polynomials. The units in (c)–(e) are in cm.
tuated, but the changes in the trends are similarly smooth. Because these curves are smooth enough, just like the radial distribution of diffuse reflectance predicted by diffusion theory [25], polynomial curves can be fit to these data to remove the statistical uncertainty induced by the Monte Carlo method without loss of accuracy. It should be pointed out that the \( x \) and \( y \) displacements as a function of the radial distance are not smooth although the radial displacement is in Fig. 4.

D. Calculation of Intensity Modulation

Light intensity was chosen as the endpoint for calculating the modulation depth, because its modulation is observable for all three nonphase variation mechanisms. The procedure for calculating the modulated light intensity for all mechanisms is described in Appendix B. Because this approach only accounts for the modulation in the radial direction and ignores the modulation in its orthogonal direction, the modulation depth obtained this way would be smaller than the actual value but should be on the same order of magnitude. Using a circular detector would further artificially decrease the fraction of photons at the inner and outer radial edge that could contribute to intensity modulation and thus was not applied.

3. Results

Figure 5 shows the modulation depth as a function of ultrasonic frequency for the following mechanisms: Fig. 5(a) shows the amplitude variation due to albedo modulation; Fig. 5(b) shows the exit location variation due to the total attenuation coefficient modulation; and Fig. 5(c) shows the exit location variation due to refractive index modulation. The diameter of the circular detector [see Fig. 5(a)] or the radial thickness of the ring detector [see Figs. 5(b) and 5(c)] was fixed at 10 \( \mu \)m, and the source-detector separation was varied between 0.01, 0.05, and 0.2 cm. Several important findings need to be pointed out. First the modulation depths contributed by exit location variations due to the total attenuation coefficient and refractive index modulations are comparable. Furthermore, both of them are three orders of magnitude higher than that contributed by amplitude variation but two to three orders of magnitude lower than that due to phase variation (results not shown) for monochromatic light and finite-sized detectors. Second, while the amplitude modulation shows an increasing trend with ultrasonic frequency in Fig. 5(a), which is similar to the trend seen in a published phase modulation result [5], the other two mechanisms show a peak modulation depth between 1 and 10 MHz. Third the modulation depth generally tends to decrease with the increasing source-detector separation for the exit location modulation [see Figs. 5(b) and 5(c)].

Table 4 lists the modulation depths in reflectance and transmittance for the exit location modulations and two separations (one small and one large). The ultrasonic frequency was 1 MHz and the detector size...
was 10 μm. It can be seen that the modulation depth in reflectance is always larger than that in transmittance regardless of the source-detector separation.

4. Discussion

In the derivation of the modulated scattering coefficient as shown in Eq. (14), it was assumed that the refractive index change of the scatterer is equal to that of the medium, i.e., \( \Delta n_p = \Delta n_{med} \). This special situation could approximately represent the case of real tissue whose main component is water. There are other cases in which the refractive index change of the scatterer is significantly different from that of the medium. For example, \( \Delta n_p = 0 \) might represent the case of using those particles with small compressibility relative to water (such as titanium dioxide) as the scatterer and water as the surrounding medium. \( \Delta n_p = 2.17 \cdot \Delta n_{med} \) represents the case of using polystyrene spheres as the scatterer and water as the medium. These two cases correspond to two typically used scatterers in synthetic tissue phantoms. Table 4 lists the values of \( \gamma \), \( \Delta w \), and \( \Delta L \) for these two cases as well as the case that has been previously calculated for real tissue.

Based on this table, it can be seen that the absolute values of \( \Delta w \) and \( \Delta L \) for the cases of \( \Delta n_p = 0 \) and \( \Delta n_p = 2.17 \cdot \Delta n_{med} \) are larger than for the case of \( \Delta n_p = \Delta n_{med} \). As a result, the modulation depth simulated for tissue phantoms with differing refractive index (\( \Delta n_p = 0 \)) is equal to that of the medium, i.e., \( \Delta n_{med} \), and the scatterer is polystyrene spheres \( \Delta n_p = 2.17 \cdot \Delta n_{med} \) contributed by the mechanisms of amplitude modulation and the total attenuation coefficient modulation will be roughly proportionally larger than that simulated for real tissue \( \Delta n_p = \Delta n_{med} \) (data not shown). The modulation depth due to the refractive index modulation will remain unaffected.

It is demonstrated in Fig. 5(a) that the modulation depth due to amplitude modulation increases with ultrasonic frequency, which can be predicted from Eq. (17). Equation (17) clearly shows that the variation in the exit weight of survival photons is proportional to the ultrasonic wave number \( k_u \) and, in turn, the ultrasonic frequency. According to Figs. 5(b) and 5(c), the modulation depths contributed by the exit location variation due to the total attenuation coefficient modulation and the refractive index modulation are three orders of magnitude higher than that due to amplitude modulation. This can be explained by the fact that these two mechanisms are contributed by individual survival photons that periodically switch the status from being detected to not being detected, which can be more significant than the weight change due to ultrasonic modulation if the total number of detected photons is small.

It is interesting to see that the modulation depths due to the exit location variations reach maxima at an ultrasonic frequency between 1 and 10 MHz, which is different from the trend in amplitude modulation. Although the reason is not intuitive, it is noticed that this is the zone where the mean transport free path is comparable with the ultrasonic wavelength.

Table 3 shows that the modulation depths in reflectance are always larger than those in transmittance for exit location variations. This can be explained by investigating a reciprocal problem. The modulation in the exit locations of survival photons, while keeping the detector fixed, is equivalent, to certain extent, to the modulation in the location of the detector, while keeping the exit locations of survival photons static. Then the modulated signal essentially depends on the difference in the first-order derivative of the collected signal as a function of the radial distance at the two edges of the detector, which is roughly equal to the second-order derivative for a small detector. For the small source-detector separations and optical properties shown in Table 2, the curve of reflectance as a function of the radial distance tends to have a larger second-order derivative than that of the transmittance as shown in Fig. 6. This infers that the modulation depths in reflectance due to exit location modulations should be larger than those in transmittance.

One potential pitfall of applying the method of polynomial fitting is that the raw data contributed by several photons with certain variability are replaced by a statistical mean. As a consequence the phenomena that are caused by higher-order statistics, such as variance, are not modeled. For this reason the results presented here should be used only for qualitative evaluation. In fact, an analytical model, which is based on a diffusion equation for the fluence of diffuse light in a medium with variable refractive index [26], has been developed in our group [27] to estimate the

### Table 3. Comparison in \( \gamma \), \( \Delta w \), and \( \Delta L \) Between the Different Ratios of \( \Delta n_p \) and \( \Delta n_{med} \)

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( \Delta n_p = 0 )</th>
<th>( \Delta n_p = 2.17 \cdot \Delta n_{med} )</th>
<th>( \Delta n_p = \Delta n_{med} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta w )</td>
<td>-6.26</td>
<td>9.73</td>
<td>1.12</td>
</tr>
<tr>
<td>( \Delta L )</td>
<td>12.38 \cdot \delta_2(t)</td>
<td>-19.29 \cdot \delta_2(t)</td>
<td>-2.24 \cdot \delta_2(t)</td>
</tr>
</tbody>
</table>

### Table 4. Comparison in \( \gamma \), \( \Delta w \), and \( \Delta L \) Between the Different Ratios of \( \Delta n_p \) and \( \Delta n_{med} \)

<table>
<thead>
<tr>
<th>Exit Location Variation due to Total Attenuation Coefficient Modulation</th>
<th>Exit Location Variation due to Refractive Index Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separation = 0.01 cm</td>
<td>Separation = 0.2 cm</td>
</tr>
<tr>
<td>Reflectance</td>
<td></td>
</tr>
<tr>
<td>( 2.99 \times 10^{-8} )</td>
<td>( 9.55 \times 10^{-9} )</td>
</tr>
<tr>
<td>Transmittance</td>
<td></td>
</tr>
<tr>
<td>( 2.23 \times 10^{-8} )</td>
<td>( 2.97 \times 10^{-9} )</td>
</tr>
</tbody>
</table>

\(^a\)The ultrasonic frequency was 1 MHz, and the detector size was 10 μm.
order of magnitude of the modulation depth for incoherent light due to refractive index variation. The modulation depth calculated from this analytical model is about one order of magnitude higher than that obtained from the Monte Carlo-based approach shown here for the optical and ultrasonic properties corresponding to an ultrasonic frequency of 1 MHz shown in Table 2. It is known [28] that the modulation depth of the overall detected signal $\alpha$ was related to the modulation depth of a single coherence area $\alpha_1$ by $\alpha = \alpha_1 / \sqrt{N}$, where $N$ is the number of single coherence areas covered by the detector. Given the fact that the result from the analytical model is essentially for a single coherence area ($\sim 1 \mu m$) while the result from the Monte Carlo-based approach is for a 10 $\mu m$ detector, the discrepancy between the two results is reasonably small.

Another important issue for the interpretation of the results in Fig. 5 is the valid range of the similarity relation, particularly for the diffuse reflectance results at small source-detector separations (distances of 0.01 and 0.05 cm). The reduced scattering coefficient and $g = 0$ were used to generate a sufficient number of diffusely reflected photons for the calculation of reflectance. However, the anisotropy factor $g$ is usually around 0.9 in real tissue. The equivalence of these two situations holds only for large source-detector separations for which photons have been multiply scattered upon detection. Therefore the absolute values of diffuse reflectance for small source-detector separations may not exactly represent the situations of real tissue, but the trend should be similar. The results of transmittance should be always accurate because transmitted photons would have to travel several transport mean free paths, and thus multiply scattered.

The proposed methodology can be easily adapted to other geometries. For example, when the light direction and ultrasound direction are orthogonal to each other, as those frequently used in relevant experiments, the axial symmetry is lost. In this case the displacements in both $x$ and $y$ dimensions instead of the radial displacement can be used to calculate the modulated signal.

As the bandwidth of light increases, the modulation depth due to phase modulation may change due to the loss of coherence; but the modulation depths due to amplitude modulation and exit location modulation should remain approximately unaffected because they do not depend on the coherence property of light. It would be interesting to use the method developed to investigate for what light source nonphase modulation would be significant compared with phase modulation. The result would provide a theoretical guide to optimization of experimental setups for acousto-optical imaging with fluorescent light or other incoherent light. This is a future direction for this study.
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Appendix A

The rotation of coordinates by a known angle about a known rotational axis can be expressed in several forms. According to the angle-axis representation [29], a rotation can be defined by a single angle of rotation, $\theta$, and the direction of a unit vector, $\hat{n} = (x, y, z)$, about which to rotate. The transformation matrix is as follows:

$$ M(\hat{n}, \theta) = \begin{bmatrix} \cos \theta + (1 - \cos \theta)x^2 & (1 - \cos \theta)xy - (\sin \theta)z & (1 - \cos \theta)xz + (\sin \theta)y \\ (1 - \cos \theta)yx + (\sin \theta)x & \cos \theta + (1 - \cos \theta)y^2 & (1 - \cos \theta)y z - (\sin \theta)x \\ (1 - \cos \theta)zx - (\sin \theta)y & (1 - \cos \theta)yz + (\sin \theta)x & \cos \theta + (1 - \cos \theta)z^2 \end{bmatrix}. $$ (A1)

Now go to the special situation in the Monte Carlo simulation. It is known that location $\vec{r}$ in the raw coordinate system becomes $\vec{r}'$ in the new system, and unit directional vector $\vec{s}$ in the raw coordinate system becomes $\vec{s}'$ in the new system. The problem is to transform arbitrary vector $\vec{v}$ from the raw system to the new system. This can be achieved by rotating $\vec{v}$ by $\pi$ about the midaxis of $\vec{s}$ and $\vec{s}'$, then translating...
by \( \mathbf{F}' - \mathbf{r} \). Assume the midaxis of \( \mathbf{s} \) and \( \mathbf{s}' \) is \((\mathbf{s} + \mathbf{s}')/2\), which becomes \( \hat{n} = (x, y, z) \) after being normalized to unity length. Then the transformation matrix becomes

\[
M(\hat{n}, \pi) = \begin{bmatrix}
-1 + 2x^2 & 2xy & 2xz \\
2xy & -1 + 2y^2 & 2yz \\
2xz & 2yz & -1 + 2z^2
\end{bmatrix}.
\]

So the transformed vector should be

\[\mathbf{v}' = M(\hat{n}, \pi) \cdot (x, y, z)^T + \mathbf{F}' - \mathbf{r},\]

where \( T \) indicates the matrix transpose operation.

Appendix B

The procedure for calculating the modulated light intensity when the exit location change is induced by the variation of the total attenuation coefficient or refractive index is as follows:

1. Assume a finite ring detector. Take the average of all photons collected by this detector to obtain the polynomial fits for the following parameters as a function of the radial distance:

   a. Fraction of detected photons per unit thickness of the ring detector: \( F(r) \)
   b. Mean weight of detected photons: \( W(r) \)
   c. Mean path length of detected photons: \( L(r) \)
   d. \( \cos(\omega_0 t) \) coefficient of the change in \( r \): \( \Delta r_c(r) \)
   e. \( \sin(\omega_0 t) \) coefficient of the change in \( r \): \( \Delta r_s(r) \)

2. For a certain time point, \( t \), a thickness of the ring detector, \( D \), and the distance from the origin, \( d \), find the range of \( r \), say \( r_1 \) to \( r_2 \), so that the modulated exit location is within the ring detector, i.e.,

\[
d - D/2 < r + \Delta r_c(r) \cdot \cos(\omega_0 t) + \Delta r_s(r) \cdot \sin(\omega_0 t) < d + D/2,
\]

then \( r_1 = d - D/2 - \Delta r_c(r_1) \cdot \cos(\omega_0 t) - \Delta r_s(r_1) \cdot \sin(\omega_0 t) \) and \( r_2 = d + D/2 - \Delta r_c(r_2) \cdot \cos(\omega_0 t) - \Delta r_s(r_2) \cdot \sin(\omega_0 t) \). This is equivalent to finding the roots of the following polynomial equations:

\[
\Delta r_c(r) \cdot \cos(\omega_0 t) + \Delta r_s(r) \cdot \sin(\omega_0 t) + r - (d - D/2) = 0,
\]

\[
\Delta r_c(r) \cdot \cos(\omega_0 t) + \Delta r_s(r) \cdot \sin(\omega_0 t) + r - (d + D/2) = 0.
\]

Because \( \Delta r_c(r) \) and \( \Delta r_s(r) \) are several orders of magnitudes smaller than \( r \), the changes in these coefficients would be much smaller than the change in \( r \), which ensures that the radial distance range from \( r_1 \) to \( r_2 \) exactly covers all \( r \), satisfying Eq. (B1).

3. Integrate the intensity of photons collected by the ring detector over \( [r_1, r_2] \), i.e.,

\[
\int_{r_1}^{r_2} F(r) \cdot W(r) \cdot d\mathbf{r}.
\]

4. Repeat Steps 2 and 3 for every \( t \) to obtain the time-resolved intensity. Then take a Fourier transform of the time-resolved intensity to find the power density at the first-order ultrasonic frequency and the zero frequency. Take the ratio of the two values to get the modulation depth.

The procedure for calculating the intensity with the amplitude change induced by the variation in albedo is similar except that \( W(r) \) is time-dependent while \( r_1 \) and \( r_2 \) are not. In addition, a circular detector whose area is a fraction of the corresponding ring detector was used to closely mimic physical detectors. Specifically the following steps need to be modified: In Step 2, \( r_1 = d - D/2 \) and \( r_2 = d + D/2 \). And in Step 3 the intensity of photons collected by a circular detector is integrated over \( [r_1, r_2] \), i.e.,

\[
\int_{r_1}^{r_2} F(r) \cdot W(r) \cdot S(r) \cdot d\mathbf{r}.
\]

\( S(r) \) is a scaling factor accounting for the conversion from a ring detector to the corresponding circular detector, which can be expressed by the following expression:

\[
S(r) = \cos^{-1}\left(\frac{d^2 + r^2 - D^2/4}{2dr}\right), \quad \text{when } r_1 < r < r_2;
\]

\[
S(r) = 0, \quad \text{otherwise}
\]
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