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Lattice-based cryptography is one of the most active research topics in cryptography in recent years. In many cryptographic constructions based on lattice assumptions, the building block is a proof of knowledge of a solution to an instance of the Inhomogeneous Small Integer Solution (ISIS) problem. However, all known such proof systems have relatively weak security guarantees: Breaking each of these protocols is potentially easier than solving the underlying instance of the ISIS problem. As a consequence, cryptographic constructions relying on these proof systems typically inherit the sub-optimal security guarantees. Therefore, proof systems with stronger security guarantees are highly desirable. Such protocols are not only interesting from a theoretical point of view, but they also lead to lattice-based cryptographic constructions relying on weaker hardness assumptions than the contemporary schemes.

In this thesis, we construct a series of zero-knowledge proofs of knowledge with strong security guarantees and reasonable communication costs, that can find various applications in lattice-based cryptography. Our constructions rely on a simple, yet versatile and effective technique, called Decomposition-Extension. When adapting this technique to the Stern-KTX proof system (Stern ’96 - Kawachi, Tanaka, Xagawa ’08), we obtain a zero-knowledge proof of knowledge for the ISIS problem (in the infinity norm) with a very strong security guarantee: Breaking the protocol is as least as hard as solving the underlying ISIS instance. We then develop our technique to design the following lattice-based cryptographic constructions:
- Efficient zero-knowledge proofs of plaintext knowledge with strong security guarantees for 4 encryption schemes based on the Learning with Errors problem: Regev’s scheme (Regev ’05); the Dual-Regev scheme (Gentry, Peikert, Vaikuntanathan ‘08); the PVW scheme (Peikert, Vaikuntanathan, Waters ‘08); and the GHV scheme (Gentry, Halevi, Vaikuntanathan ‘10). Our results immediately yield 4 lattice-based interactive encryption protocols that are secure under chosen ciphertext attacks. Previously, only zero-knowledge proofs of plaintext knowledge for Regev’s scheme were known, and they are relatively inefficient with rather weak security guarantees.

- A lattice-based identity-based identification scheme relying on a weaker hardness assumption than in the previous works. Furthermore, we introduce an identity-based ring identification scheme based on the worst-case hardness of lattice problems. To the best of our knowledge, this is the first such scheme.

- An improved lattice-based group signature scheme relying on relatively weak hardness assumptions, in which the signature size is logarithmic in the number of group users. Earlier lattice-based group signature schemes, which were published before 2013, rely on relatively weak hardness assumptions but have the undesirable property that the size of the signature is linear in the number of group users. A recent scheme (Laguillaumie, Langlois, Libert, Stehlé ‘13) achieves logarithmic signature size but it has to rely on relatively strong hardness assumptions. Our construction, thus, simultaneously achieves the good features of the existing schemes.
1. INTRODUCTION

1.1 Zero-knowledge Proof Systems

Proofs are fundamental objects in mathematics and computer science. In mathematics, one of the main goals is to decide whether statements are correct and to prove that they are so. In computer science, the famous problem “P vs. NP” essentially asks if proofs are harder to find or to verify. Seeing a static proof, one can verify the correctness of the statement, and can even learn more than that. We first consider the following example.

Suppose that Peggy has found a solution to some hard problem, and she wants to convince her competitor Vincent that “The problem has been solved!”. Peggy can simply write down her solution, and then send it to Vincent for verifying its validity. However, a dishonest Vincent might do more than that: If the statement is true (i.e., the problem has been solved correctly), he will be capable of presenting the solution to others, or even claiming that it is his own solution. In this situation, Peggy may need another type of proof system that allows her to convince Vincent, so that the later should not learn any additional information. Such proof system must protect an honest Peggy: If the statement is true, then she should be able to convince Vincent. On the other hand, it must also be fair to an honest Vincent: He should not be convinced by a false statement, otherwise he might give up the competition. Does such proof system exist?
In 1985, Goldwasser, Micali and Rackoff \cite{73} solved the above question by introducing zero-knowledge proofs, namely, proofs that reveal nothing but the validity of the statement being proved. This beautiful notion goes beyond the limits of traditional proofs with two new ingredients: interaction and randomization. A proof now is considered as an interactive protocol between two randomized parties - Peggy the prover, and Vincent the verifier. As discussed above, an interactive proof must satisfy two requirements: completeness that protects an honest prover, and soundness that protects an honest verifier. The zero-knowledge property is captured by the existence of a simulator. Intuitively, if a simulator, who does not have access to the real prover, can produce the transcript of the interaction between the prover and the verifier, then it hints that the conversation with the prover does not provide any additional knowledge for the verifier.

As we have seen, zero-knowledge proofs enable Peggy to convince Vincent the validity of the statement “The problem has been solved!”, without revealing how it has been solved. In a proof of knowledge \cite{73, 18}, Peggy can also prove that she indeed knows how to solve the hard problem, i.e. she possesses a valid solution - a satisfying witness for the statement. This notion is captured by the existence of a knowledge extractor that can produce a witness based on the behavior of a cheating prover. Consequently, if the underlying problem is believed to be hard to solve, then the proof of knowledge is sound: Peggy cannot cheat Vincent, since otherwise, Vincent can use the knowledge extractor to solve the problem.

In the last 25 years, zero-knowledge proofs of knowledge have been extensively studied (\cite{55, 76, 56, 125, 102,...}), and have become one of the most powerful tools in public-key cryptography. These proof systems are the building blocks in many cryptographic constructions: identification schemes (\cite{58, 55, 76, 133, 137, 85,...}), group signatures (\cite{40, 16, 27, 28, 75,...}), anonymous credential systems (\cite{37, 36, 17,...}).
1. Introduction

In this thesis, we are interested in zero-knowledge proofs of knowledge that are useful for lattice-based cryptography.

1.2 Lattice-based Cryptography

Lattices, or discrete subgroups of $\mathbb{R}^n$, have been studied since the 18th-19th century, pioneered by great mathematicians such as Lagrange, Gauss, Minkowski and Hermite. The computational aspect of lattices has attracted special attention over the last three decades along with the rapid development of computer science, and particularly, public-key cryptography.

The most famous computational problems on lattices are the Shortest Vector Problem ($\text{SVP}_\gamma$), the Closest Vector Problem ($\text{CVP}_\gamma$) and the Shortest Independent Vectors Problem ($\text{SIVP}_\gamma$), where $\gamma$ is an approximation factor. These problems are known to be $\text{NP}$-hard to solve exactly (i.e., for $\gamma = 1$), or to approximate to within small factors $[138, 5, 106, 53]$. Moreover, it is widely believed that there is no efficient algorithm approximating lattice problems ($\text{SVP}_\gamma$, $\text{CVP}_\gamma$, $\text{SIVP}_\gamma$, among others) to within polynomial factors $\gamma = \text{poly}(n)$ (where $n$ is the lattice dimension). Indeed, the best known algorithms which run in polynomial time can only approximate lattice problems to within sub-exponential factors, while for polynomial factors, they all run in exponential time $[90, 10]$. Furthermore, while commonly used problems in public-key cryptography, such as the integer factorization problem and the discrete logarithm problem, can be solved efficiently by powerful quantum computers $[135]$, currently it is not known whether there exists a quantum algorithm for solving lattice problems that performs significantly better than its non-quantum counterparts.
Therefore, it is reasonable to conjecture that:

“There is no polynomial-time (even quantum) algorithm that approximates lattice problems to within polynomial factors” [114].

Given the above conjectured hardness, lattice problems are potentially useful for building cryptographic constructions, that are resistant against the emerging quantum computers. Nevertheless, how to realize this was a big challenge until the year of 1996. The main technical difficulty was due to the gap between worst-case hardness and average-case hardness. On one hand, in complexity theory, a problem is considered hard if it is so in the worst case, i.e., for any instance of the problem. On the other hand, modern public-key cryptography relies on the computational hardness of solving a random instance of some mathematical problem. Is it possible to base cryptography on worst-case hardness assumptions via certain type of reduction?

In 1996, Ajtai [4] discovered a ground-breaking worst-case to average-case connection. Specifically, he showed how to build a cryptographic function such that breaking a random instance of the function is as least as hard as approximating certain lattice problem on any lattice to within a small polynomial factor. Hence, for the first time ever, the provable security of a cryptographic construction can be based on the worst-case hardness of a computationally intractable problem. This fascinating result laid the first foundation for lattice-based cryptography.

The underlying hard-on-average problem in the seminal work of Ajtai was later formalized by Micciancio and Regev [113] as the Small Integer Solution (SIS) problem. Its inhomogeneous variant ISIS, which enjoys the same worst-case to average-case reduction, was subsequently defined by Gentry et al. [62]. In the $\ell_p$ norm, the
SIS and ISIS problems with parameters $n, m, q, \beta$ are as follows: Given a uniformly random matrix $A \in \mathbb{Z}_q^{n \times m}$ and a uniformly random vector $y \in \mathbb{Z}_q^n$,

- **SIS** $^p$: Find a non-zero vector $x \in \mathbb{Z}^m$ such that $\|x\|_p \leq \beta$ and $A \cdot x = 0 \mod q$.
- **ISIS** $^p$: Find a vector $x \in \mathbb{Z}^m$ such that $\|x\|_p \leq \beta$ and $A \cdot x = y \mod q$.

Inspired by Ajtai’s one-way function, a lot of “minicrypt” constructions [80] based on the hardness of the SIS and ISIS problems have been proposed: collision-resistant hash functions [67, 120, 97], commitment scheme [85], identification schemes [115, 85, 94, 43], and signature schemes [98, 62, 95, 42, 29, 132, 96, 91, 111]. In addition, a few provably secure encryption schemes from lattices were also introduced [8, 126, 9], but they are rather impractical.

In 2005, Regev [127] set a milestone in the development of lattice-based cryptography by introducing the Learning with Errors (LWE) problem, which enjoys a worst-case to average-case quantum reduction: If there is an efficient algorithm solving a random LWE instance, then there is an efficient quantum algorithm approximating lattice problems on any lattice. The LWE problem with parameters $n, q, m$ and with noise distribution $\chi$ supported on small numbers is as follows: Given a uniformly random matrix $A \in \mathbb{Z}_q^{n \times m}$, and vector $b = A^T \cdot s + e \mod q$, where $s$ is uniformly random over $\mathbb{Z}_q^n$ and $e$ is sampled from $\chi^m$,

- The search version of LWE asks to find $s$.
- The decision version of LWE asks to distinguish between the pair $(A, b)$ and a uniformly random pair over $\mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^m$.

The LWE problem quickly got attention of the research community, and since then it has served as the basis for a large variety of cryptographic constructions: encryption schemes that are secure under chosen plaintext attacks [127, 62, 122, 61]
and chosen ciphertext attacks \cite{123, 118, 111}, (hierarchical) identity-based encryption schemes \cite{62, 42, 1, 2, 47}, oblivious transfer scheme \cite{122}, leakage-resilient schemes \cite{13, 11, 71}, and fully homomorphic encryption schemes \cite{35, 33, 31, 32}.

As we have seen, lattice-based cryptography possesses a unique combination of attractive features:

- **Provable security under worst-case hardness assumptions.** This is a strong theoretical evidence that the random instances used in lattice-based cryptography are indeed hard to solve. This feature has not been seen in any other cryptographic construction.

- **Conjectured resistance against quantum computers.** Shor’s algorithm \cite{135} poses a future threat for cryptography based on integer factorization and discrete logarithm problems. Given the rapid development of technology nowadays, powerful quantum computers might become a reality in the near future. Among the candidates for “post-quantum cryptography”, lattices are emerging as the most promising one.

- **Asymptotic efficiency.** The underlying average-case problems (l)SIS and LWE involve only simple operations such as choosing uniformly random integer matrices and vectors, and performing basic multiplications and additions with them. In contrast, for cryptography based on number-theoretic problems, the corresponding operations are much more expensive, such as generating huge prime numbers, and exponentiating modulo these primes.

Having these nice features, lattice-based cryptography has become one of the most trendy topics in the field, especially in the last several years. This yields interesting challenges of improving the existing schemes and constructing the new ones.
The main drawback of cryptographic constructions based on the (I)SIS and LWE problems is that they typically involve large parameters and large key sizes which are beyond practicability. Nevertheless, as noticeable improvements have been introduced in recent works ([108, 96, 77, 101]), lattice-based cryptography is moving closer to practice.

1.3 Contributions of the Thesis

**Motivation.** In many lattice-based cryptographic constructions ([115, 94, 136, 130, 88, 131,...]), the building block is a proof of knowledge of a valid solution to an instance of the ISIS problem. In the security proof, the reduction algorithm typically uses the knowledge extractor of the underlying protocol to extract a vector that will be helpful for solving a challenge instance of the hard problem. In these cases, the “quality” of the extracted vector will affect the security guarantee of the protocol, and the hardness assumption used in the cryptographic construction built upon it.

In the scope of this thesis, we use the term “extraction gap” as a criterion for the quality of the extracted vector. Specifically, we say that a proof of knowledge for the ISIS\(^\infty\) or SIS\(^\infty\) problem admits extraction gap \(g\) (where \(g \geq 1\)) if the knowledge extractor in that protocol, at best, can produce a vector whose infinity norm is \(g\) times larger than that of the valid witness possessed by the prover. In the ideal situation when \(g = 1\) (i.e., there is “no extraction gap”), the reduction algorithm would be able to use the knowledge extractor to solve the underlying ISIS or SIS instance. This reduction demonstrates that such proof system has a very strong security guarantee, because breaking the protocol is as least as hard as solving the underlying problem. However, when \(g > 1\), the soundness of the proof system usually has to rely on a stronger hardness assumption, i.e., assumption that certain
potentially easier problem is hard to solve.

We observe that, all existing efficient proofs of knowledge for the $\text{ISIS}^\infty$ or $\text{SIS}^\infty$ problem ([115, 94]) admit noticeable extraction gaps. Specifically:

- For the $\text{ISIS}^\infty(n, m, q, \beta)$ problem, all known proof systems admit extraction gaps $g \geq \tilde{O}(\sqrt{n})$, where $n$ denotes the dimension of the corresponding worst-case lattice problem. Therefore, while a valid witness vector is supposed to have infinity norm bounded by $\beta$, these schemes only guarantee that a prover using a witness $x \in \mathbb{Z}^m$, such that $\|x\|_\infty > g \cdot \beta$ cannot cheat the verifier. However, in these schemes, it is not guaranteed that a cheating prover using $x' \in \mathbb{Z}^m$ such that $\beta < \|x'\|_\infty \leq g \cdot \beta$ cannot pass the verification procedure. In other words, the soundness of these schemes has to rely on the hardness of solving the $\text{ISIS}^\infty(n, m, q, g \cdot \beta)$ problem.

- For the $\text{SIS}^\infty(n, m, q, \beta)$ problem, the only known proof system, which is derived from a protocol in [115], also has an extraction gap $g \geq \tilde{O}(\sqrt{n})$.

The above discussion shows that the current proof systems for the $\text{ISIS}^\infty$ and $\text{SIS}^\infty$ problems are sub-optimal, since breaking each of these protocols is potentially easier than solving the underlying problem. As a consequence, lattice-based cryptographic constructions using these protocols as their building blocks inherit the sub-optimal security guarantees. Therefore, zero-knowledge proof systems with stronger security guarantees (e.g. with a small constant extraction gap) are highly desirable. Such protocols are not only interesting from a theoretical point of view, but they also lead to lattice-based cryptographic constructions relying on weaker hardness assumptions than the contemporary schemes.
Our Contributions. In this thesis, we construct a series of statistical zero-knowledge proofs of knowledge that can find various applications in lattice-based cryptography. Our schemes rely on a simple, yet versatile and effective technique, called Decomposition-Extension. When adapting this technique to the Stern-KTX protocol \cite{137, S5}, we obtain zero-knowledge proof systems with strong security guarantees while maintaining reasonable communication costs. More generally, the technique that we developed can be used to construct zero-knowledge proofs of knowledge of linear objects (e.g., vectors, matrices) which are the secret solutions of certain given systems of modular linear equations, and which satisfy some suitable conditions (e.g., “smallness”). In other words, our technique is somewhat compatible with the properties of lattice-based cryptography (i.e., “linearity”, “smallness”), and can possibly find further interesting applications.

Our main contributions are as follows.

Contribution 1: Improved Proof Systems for the $\text{ISIS}^\infty$ and $\text{SIS}^\infty$ Problems

In this work, we construct statistical a zero-knowledge proof of knowledge for the $\text{ISIS}^\infty$ problem with no extraction gap (i.e., $g = 1$). We will refer to this proof system as \textbf{SternExt}. In terms of security, \textbf{SternExt} has a very strong guarantee: Breaking the protocol is at least as hard as solving the underlying $\text{ISIS}^\infty$ instance. Moreover, in terms of efficiency, \textbf{SternExt} compares favorably to the Micciancio-Vadhan protocol \cite{115}, which is essentially the only known efficient zero-knowledge proof system for the $\text{ISIS}^\infty$ problem prior to our work. By some technical modifications, we also get a proof system for the $\text{SIS}^\infty$ problem with a slightly weaker security guarantee, where the extraction gap is $g < 2$.

As we will sketch below, the \textbf{SternExt} proof system can find various applications in lattice-based cryptography.
Contribution 2: Proofs of Plaintext Knowledge for \( \text{LWE} \)-based Encryption Schemes

Proofs of plaintext knowledge (PoPK) are useful in constructing interactive encryption protocols that are secure under chosen ciphertext attacks \([59, 65]\). Existing zero-knowledge PoPK for \( \text{LWE} \)-based encryption schemes are somewhat unsatisfactory. First, all known such proof systems \((24, 25, 15, 51)\) only target Regev’s encryption scheme \([127]\). Furthermore, these schemes are relatively inefficient (with communication cost \( \tilde{O}(n^2) \)) and rely on the assumption that SIVP\(\gamma\) is hard for super-polynomial approximation factors (i.e., for \( \gamma = n^{\omega(1)} \)). Thus, constructing efficient zero-knowledge PoPK with strong security guarantees for \( \text{LWE} \)-based encryption schemes remains an open question.

In this work, we introduced efficient statistical zero-knowledge PoPK for a variety of \( \text{LWE} \)-based encryption schemes. Moreover, the security of our proof systems relies directly on the security of the underlying encryption schemes. We achieved these nice features by adapting and generalizing the techniques used in the \text{SternExt} proof system. Specifically, we present an efficient zero-knowledge PoPK for Regev’s scheme \([127]\) with much stronger security guarantee than in previous works, and with communication cost \( \tilde{O}(n) \). We further introduce zero-knowledge PoPK for 3 other \( \text{LWE} \)-based encryption schemes: the Dual-Regev encryption scheme \([62]\); the scheme introduced by Peikert, Vaikuntanathan, and Waters \([122]\); and the one proposed by Gentry, Halevi, and Vaikuntanathan \([61]\). Our constructions yield 4 interactive encryption protocols from lattices, that are secure under chosen ciphertext attacks.

Contribution 3: Lattice-based Identity-based Identification Schemes

An identification scheme \([58]\) is an interactive protocol that allows a user holding a secret key to identify itself to a party holding the corresponding public key. A ring identification scheme \([53]\) additionally allows a user to create a ring of users in an
ad-hoc fashion, and then anonymously prove its membership in such ring. We are interested in these primitives in the identity-based (ID-based) setting \[134\], where the public key of a user is a publicly known string representing its identity, e.g., an email address or a physical IP address.

Prior to our work, two ID-based identification schemes from lattices have been published: Stehlé et al.’s scheme \[136\], which is based on the hardness of $\text{SIVP}^2_{\tilde{O}(n^2)}$ in general lattices; and Rückert’s scheme \[130\], that is based on the hardness of $\text{SVP}^\infty_{\tilde{O}(n^{1.5})}$ in ideal lattices.

In this work, we rely on the SternExt proof system and the GPV signature scheme \[62\] to construct an ID-based identification scheme based on the hardness of $\text{SIVP}^2_{\tilde{O}(n^{1.5})}$ (in general lattices). Thus, our schemes relies on a weaker hardness assumption than the previous constructions. The scheme is only proved secure in the random oracle model because the GPV signature scheme \[62\] is so. Nevertheless, if we rely on lattice-based signature schemes that are secure in the standard model (e.g., \[42\], \[29\], \[111\]), then we can obtain secure lattice-based ID-based identification schemes the standard model.

In addition, we introduce an ID-based ring identification scheme based on the hardness of $\text{SIVP}^2_{\tilde{O}(n^{1.5})}$. Up to the best of our knowledge, this is the first instantiation of ID-based ring identification from lattice assumptions.

Contribution 4: Improved Lattice-based Group Signature Scheme

Group signatures have been an important research topic in cryptography since their introduction in 1991 by Chaum and van Heyst \[46\]. A secure group signature scheme must satisfy two seemingly contradictory requirements: each group user can anonymously sign documents on behalf of the whole group, but in cases of disputes, there is a tracing mechanism which can link a given signature to the identity of the misbehaving user. While numerous group signatures schemes have been proposed, only
a few of them are believed to be resistant against quantum computers.

Prior to our work, three lattice-based group signature schemes have been published. The first scheme, which is essentially the first quantum-resistant group signature, was introduced by Gordon, et al. [74] in 2010. While the scheme is of great theoretical interest, it produces signatures of size $O(N)$, where $N$ is the number of group users. In terms of efficiency, this is a noticeable disadvantage when the group is large. In 2012, Camenisch et al. [38] proposed lattice-based anonymous attribute tokens system, a primitive that can be considered as a generalization of group signature. However, in their construction, the signature size inherits the linear dependence on $N$ from Gordon et al.’s scheme. Recently, Laguillaumie et al. [88] designed a scheme featuring signature size $O(\log N)$, which is the first lattice-based group signature that overcomes the linear-size barrier. The signature in their scheme is asymptotically shorter than in previous works [74, 38], but the scheme requires rather large parameters, and relies on much stronger hardness assumptions than in contemporary lattice-based cryptographic constructions.

Thus, each of the previous lattice-based group signature schemes has its own strength and weakness: those with relatively weak hardness assumptions have linear signature size, while the only known scheme with logarithmic signature size has to rely on much stronger assumptions. In this work, we adapt the SternExt proof system to the Bonsai tree structure [42] to construct a lattice-based group signature scheme that simultaneously achieves the good features of existing schemes. Specifically, in our construction, the size of the signature is $O(\log N)$ (which is comparable to that of the Laguillaumie et al.’s scheme), while the hardness assumptions are comparable to those of the Gordon et al.’s scheme: In the random oracle model, the anonymity of the scheme relies on the quantum hardness of $\text{SIVP}_{\tilde{O}(n^2)}$, and its traceability is based on the hardness of $\text{SIVP}_{\tilde{O}(n^{1.5})}$. 
1.4 Organization of the Thesis

The rest of the thesis is organized as follows:

- In Chapter 2, we first describe the general notations, then we recall the basics of lattice-based cryptography as well as zero-knowledge proof systems, and review the cryptographic tools that will be used throughout the thesis.

- In Chapter 3, we present our proof systems for the \(\text{ ISIS}_\infty\) and \(\text{ SIS}_\infty\) problems.

- In Chapter 4, we construct zero-knowledge proofs of plaintext knowledge for \(\text{ LWE}\)-based encryption schemes.

- In Chapter 5, we introduce an improved identity-based identification and a new identity-based ring identification schemes from lattices.

- In Chapter 6, we construct an improved lattice-based group signature scheme.

- In Chapter 7, we conclude the thesis and state the open problems for future investigations.

In particular, the results presented in Chapter 3 Section 4.2 and Section 5.2 are based on the paper “Improved Zero-knowledge Proofs of Knowledge for the \(\text{ ISIS}\) Problem, and Applications” co-authored with professors San Ling, Damien Stehlé, and Huaxiong Wang. The paper was published in the proceedings of PKC 2013. The thesis author was the primary investigator and author of this paper.
2. DEFINITIONS AND PRELIMINARIES

2.1 General Notations

Throughout the thesis, we will use the following notations:

**Vectors, Matrices and Norms.** We denote column vectors by bold lower-case letters (e.g., \( \mathbf{x}, \mathbf{y} \)), and matrices by bold upper-case letters (e.g., \( \mathbf{A}, \mathbf{B} \)). The concatenation of two vectors \( \mathbf{x}_1 \in \mathbb{R}^m, \mathbf{x}_2 \in \mathbb{R}^k \) is denoted by \( (\mathbf{x}_1 \parallel \mathbf{x}_2) \in \mathbb{R}^{m+k} \). Similarly, the concatenation of two matrices \( \mathbf{A}_1 \in \mathbb{R}^{n \times m}, \mathbf{A}_2 \in \mathbb{R}^{n \times k} \) is denoted by \( [\mathbf{A}_1 | \mathbf{A}_2] \in \mathbb{R}^{n \times (m+k)} \). We let \( 0^m \) denote the zero-vector in dimension \( m \), and let \( 1^m \) denote the \( m \)-dimensional vector with all coordinates equal to 1. We let \( \text{wt}(\mathbf{x}) \) denote the Hamming weight of vector \( \mathbf{x} \), i.e., the number of its non-zero coordinates.

The \( \ell_p \) norm (for \( 1 \leq p < \infty \)) of vector \( \mathbf{x} = (x_1, \ldots, x_m) \in \mathbb{R}^m \), given by \( (|x_1|^p + \ldots + |x_m|^p)^{1/p} \), is denoted by \( \|\mathbf{x}\|_p \). The infinity norm \( \ell_{\infty} \) of \( \mathbf{x} \) is defined as \( \|\mathbf{x}\|_{\infty} := \max\{|x_1|, \ldots, |x_m|\} \). For simplicity, we denote the \( \ell_2 \) norm (i.e., the Euclidean norm) by \( \|\cdot\| \).

Let \( \mathbf{B} = [\mathbf{b}_1 | \ldots | \mathbf{b}_m] \in \mathbb{R}^{m \times m} \), we denote by \( \|\mathbf{B}\| \) the “length” of \( \mathbf{B} \), given by \( \max\{\|\mathbf{b}_1\|, \ldots, \|\mathbf{b}_m\|\} \). If \( \mathbf{b}_1, \ldots, \mathbf{b}_m \) are linearly independent vectors, then we let \( \mathbf{\tilde{B}} = [\mathbf{\tilde{b}}_1 | \ldots | \mathbf{\tilde{b}}_m] \) denote the Gram-Schmidt orthogonalization of \( \mathbf{B} \), defined recursively as follows: \( \mathbf{\tilde{b}}_1 = \mathbf{b}_1 \), and for \( i = 2, \ldots, m \), the vector \( \mathbf{\tilde{b}}_i \) is the component of \( \mathbf{b}_i \) orthogonal to \( \text{span}(\mathbf{b}_1, \ldots, \mathbf{b}_{i-1}) \).

**Sets.** We let the \( [k] \) denote the set \( \{1, \ldots, k\} \), and let \( \{x_i\}_{i=1}^k \) denote the (ordered)
set \( \{x_1, \ldots, x_k\} \). The symmetric group of all permutations of \( k \) elements is denoted by \( S_k \). When \( S \) is a finite set, \( y \overset{\$}{\leftarrow} S \) means that \( y \) is chosen uniformly at random from \( S \).

For integer \( m \geq 1 \), we let \( B_{3m} \) denote the set of all vectors \( x \in \{-1, 0, 1\}^{3m} \) having exactly \( m \) coordinates equal to \(-1\); \( m \) coordinates equal to \(0\); and \( m \) coordinates equal to \(1\). By \( B_{2m} \) we denote the set of all vectors \( x \in \{0, 1\}^{2m} \) such that \( \text{wt}(x) = m \).

**Other Notations.** We use the notation \( y \leftarrow D \) when \( y \) is sampled from the distribution \( D \). If \( x \) is the output of algorithm \( \mathcal{A} \), then we write \( x \leftarrow \mathcal{A} \). We denote by \( n \) the security parameter of cryptographic schemes in this thesis, which typically corresponds to the lattice dimension in the underlying lattice problems. Algorithms are efficient if they run in probabilistic polynomial time (PPT) \( \text{poly}(n) \). A function \( \epsilon : \mathbb{N} \to \mathbb{R}_{\geq 0} \) is said negligible in \( n \) (denoted by \( \text{negl}(n) \)) if it vanishes faster than the inverse of any polynomial. We say that an event happens with overwhelming probability if it happens with probability \( 1 - \epsilon(n) \) for some negligible function \( \epsilon \). The statistical distance between two distributions \( X \) and \( Y \) over a countable domain \( D \) is \( \frac{1}{2} \sum_{d \in D} |X(d) - Y(d)| \). We say that \( X \) and \( Y \) are statistically close (denoted by \( X \approx_s Y \)) if their statistical distance is negligible.

To evaluate the asymptotic running time and object sizes, we use the following standard Bachmann-Landau notations:

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f(n) = \mathcal{O}(g(n)) )</td>
<td>( \exists k &gt; 0, \exists n_0 : \forall n &gt; n_0,</td>
</tr>
<tr>
<td>( f(n) = o(g(n)) )</td>
<td>( \forall k &gt; 0, \exists n_0 : \forall n &gt; n_0,</td>
</tr>
<tr>
<td>( f(n) = \Omega(g(n)) )</td>
<td>( \exists k &gt; 0, \exists n_0 : \forall n &gt; n_0,</td>
</tr>
<tr>
<td>( f(n) = \omega(g(n)) )</td>
<td>( \forall k &gt; 0, \exists n_0 : \forall n &gt; n_0,</td>
</tr>
<tr>
<td>( f(n) = \Theta(g(n)) )</td>
<td>( f(n) = \mathcal{O}(g(n)) ) and ( f(n) = \Omega(g(n)) )</td>
</tr>
</tbody>
</table>
In addition, we often use the “soft-O” notation: We write $f(n) = \tilde{O}(g(n))$ if $f(n) = O(g(n) \cdot \log^c g(n))$ for some constant $c$. All logarithms are base 2.

2.2 Preliminaries on Lattices

2.2.1 Lattices

In this thesis, we will be working with full-rank lattices, which are discrete subgroups of $\mathbb{R}^n$, defined as follows:

**Definition 2.2.1 (Lattice).** Let $b_1, \ldots, b_n$ be linearly independent vectors in $\mathbb{R}^n$. The lattice generated by $B = [b_1, \ldots, b_n] \in \mathbb{R}^{n \times n}$ is the set

$$\Lambda(B) = \{B \cdot x : x \in \mathbb{Z}^n\} = \left\{ \sum_{i=1}^{n} x_i \cdot b_i : x_i \in \mathbb{Z} \right\}$$

of all integer linear combinations of the columns of $B$. The matrix $B$ is called a basis of the lattice $\Lambda(B)$. The integer $n$ is called the dimension of the lattice.

In dimension $n > 1$, a given lattice $\Lambda$ has infinitely many bases. The quality of a basis is usually judged by its length $\|B\|$. Given any basis $B$ of the lattice $\Lambda$, the determinant $\det(\Lambda)$ of the lattice is $\sqrt{\det(B^T \cdot B)}$. The determinant and the successive minima, defined below, are invariants of the lattice.

**Definition 2.2.2 (Successive minima).** Let $\Lambda$ be an $n$-dimensional lattice. For each $i \in [n]$, the $i$-th successive minimum $\lambda_i^p$ with respect to the $\ell_p$ norm is the smallest number $r > 0$ such that there exist $i$ linearly independent vectors $b_1, \ldots, b_i \in \Lambda$ satisfying $\|b_j\|_p \leq r$ for all $j \in [i]$.

In other words, the $i$-th successive minimum is the radius of the smallest ball containing $i$ linearly independent lattice vectors. Particularly, $\lambda_i^p(\Lambda)$ is the length of the shortest non-zero vector in the lattice $\Lambda$. 
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2.2.2 Standard Lattice Problems

We now recall the definitions, as well as the known hardness results of standard lattice problems and their approximation versions. We denote the problems in $\ell_p$ norm (for $p \in \mathbb{N} \cup \{\infty\}$) by superscript $p$, e.g., $SVP^p$. When we refer to the Euclidean norm ($p = 2$), the superscript is often omitted. The approximation versions of the problems are denoted by an additional subscript $\gamma$ indicating the approximation factor (which can be a function of the lattice dimension).

**Definition 2.2.3** ($SVP^p$ and $SVP^p_\gamma$). Given a lattice $\Lambda$, the Shortest Vector Problem $SVP^p$ asks to find a vector $v \in \Lambda$ such that $\|v\|_p = \lambda_1^p(\Lambda)$.

The approximation version of the problem, $SVP^p_\gamma$, asks to find $v \in \Lambda$ such that $\|v\|_p \leq \gamma \cdot \lambda_1^p(\Lambda)$.

**Definition 2.2.4** ($CVP^p$ and $CVP^p_\gamma$). Given a lattice $\Lambda$, and a target vector $t$, the Closest Vector Problem $CVP^p$ asks to find a vector $v \in \Lambda$ such that for any $x \in \Lambda$:

$$\|v - t\|_p \leq \|x - t\|_p.$$  

The approximation version of the problem, $CVP^p_\gamma$, asks to find a vector $v \in \Lambda$ such that for any $x \in \Lambda$:

$$\|v - t\|_p \leq \gamma \cdot \|x - t\|_p.$$  

**Definition 2.2.5** ($SIVP^p$ and $SIVP^p_\gamma$). Given an $n$-dimensional lattice $\Lambda$, the Shortest Independent Vectors Problem $SIVP^p$ asks to find $n$ linearly independent vectors $v_1, \ldots, v_n \in \Lambda$, such that $\max_i \|v_i\|_p \leq \lambda_n^p(\Lambda)$.

The approximation version of the problem, $SIVP^p_\gamma$, asks to find $v_1, \ldots, v_n \in \Lambda$, such that $\max_i \|v_i\|_p \leq \gamma \cdot \lambda_n^p(\Lambda)$.

Apart from the above search problems, we will also consider the decision version of $SVP^p_\gamma$ and $CVP^p_\gamma$, where the solver is asked to return a YES/NO decision.

**Definition 2.2.6** ($GapSVP^p_\gamma$). Given a gap function $\gamma$, a $GapSVP^p_\gamma$ instance is a pair $(B, d)$, where $B$ is a basis of a lattice $\Lambda$, and $d \in \mathbb{Q}$. Return YES if there exists a
non-zero vector $v \in \Lambda$, such that $\|v\|_p \leq d$ (that is, $\lambda^p_1 \leq d$). Return NO if for any non-zero vector $v \in \Lambda$, $\|v\|_p > \gamma \cdot d$ (that is, $\lambda^p_1 > \gamma \cdot d$).

**Definition 2.2.7** (GapCVP$^p_\gamma$). Given a gap function $\gamma = \gamma(n)$, a GapSVP$^p_\gamma$ instance is a triple $(B, t, d)$, where $B$ is a basis of a lattice $\Lambda$, $t$ is a target vector, and $d \in \mathbb{Q}$. Return YES if there exists $v \in \Lambda$, such that $\|v - t\|_p \leq d$. Return NO if for any vector $v \in \Lambda$, $\|v - t\|_p > \gamma \cdot d$.

We now briefly review the known hardness results of lattice problems. The first result was provided in 1981 by van Emde Boas [138], who proved that CVP$^1_1$ is NP-hard for any $p$. Arora et al. [14] later proved the NP-hardness of CVP$^c_1$ for any constant $c$. The approximation factor was improved to $2^{\log^{1-\epsilon} n}$ by Dinur et al. [53]. In addition, CVP$^\gamma_1$ is known to be at least as hard as SVP$^\gamma_1$ for the same approximation factor [70]; and CVP$^2_1$ and SIVP$^2_1$ are proved to be equivalent under polynomial-time rank-preserving reductions [109].

The NP-hardness of SVP$^1_1$ was given by van Emde Boas [138] for the $\ell_\infty$ norm, and by Ajtai [5] for the $\ell_2$ norm (under randomized reductions). In particular, this implies that SIVP$^1_1$ is NP-hard for these norms. Micciancio [106] later proved that for any $p$, and for $\gamma = \sqrt{2}$, SVP$^\gamma_p$ is NP-hard (under reverse unfaithful random reductions).

On the other hand, there are theoretical evidences that SVP$^\gamma$ and CVP$^\gamma$ are not NP-hard for large polynomial factors $\gamma = n^c$. In particular, for $\gamma = \Omega(\sqrt{n/\log n})$, both problems belong to NP $\cap$ coAM [66], and for factors $\gamma = \Omega(\sqrt{n})$, they belong to NP $\cap$ coNP [3], and thus, unless the polynomial-time hierarchy collapses, the problems cannot be NP-hard within such factors. Nevertheless, for any $\gamma = \text{poly}(n)$, it is widely believed that there is no polynomial-time algorithm for solving SVP$^\gamma$, since all known algorithms, e.g. LLL [90] and its variants, run in time time $2^{O(n)}$. 

Moreover, as opposed to the integer factorization and discrete logarithm problems which can be solved efficiently by powerful quantum computers \[135\], currently it is not known whether there exists a quantum algorithm for solving lattice problems that performs significantly better than its non-quantum counterparts.

The discussion above leads to the following conjecture, which is the fundamental security assumption for lattice-based cryptography.

**Conjecture 2.2.8** (\[114\]). *There is no polynomial-time (even quantum) algorithm that approximates lattice problems to within polynomial factors.*

### 2.2.3 Random \(q\)-ary Lattices and Gaussian Distributions

#### Random \(q\)-ary Lattices

Lattice-based cryptography is essentially based on the average-case problems SIS, ISIS and LWE, which are proved to be as least as hard as standard lattice problems (e.g., SIVP\(_q\)), via the worst-case to average-case reductions. These average-case problems are closely connected with \(q\)-ary lattices, namely, those lattices \(\Lambda\) such that \(q\mathbb{Z}^m \subseteq \Lambda \subseteq \mathbb{Z}^m\).

Given integers \(n, m, q\) and a matrix \(A \in \mathbb{Z}_{q}^{n \times m}\), one can define two \(q\)-ary lattices:

\[
\Lambda_q^\perp(A) = \{ \mathbf{x} \in \mathbb{Z}^m \mid A \cdot \mathbf{x} = 0 \mod q \},
\]

\[
\Lambda_q(A) = \{ \mathbf{x} \in \mathbb{Z}^m \mid \mathbf{x} = A^T \cdot \mathbf{s} \mod q \text{ for some } \mathbf{s} \in \mathbb{Z}^n \}.
\]

It can be checked that \(\Lambda_q^\perp(A)\) and \(\Lambda_q(A)\) are discrete subgroups of \(\mathbb{Z}^m\), and thus, they are well-defined lattices.

**Ideal Lattices:** A special class of \(q\)-ary lattices that will often be mentioned in the thesis is the class of ideal lattices. They are structured lattices that correspond
to ideals in some polynomial ring. Basically, using ideal lattices can help to reduce the size of the public keys in lattice-based cryptographic constructions by a factor of $n$. For instance, to represent a $q$-ary (general) lattice, one typically has to use $mn \log q = \tilde{O}(n^2)$ bits, which might be unsuitable in practice. In contrast, representing an ideal lattice only costs $\tilde{O}(n)$ bits. However, the hardness of lattice problems in ideal lattices is not as well-understood as for general lattices. We refer to [97, 120, 108, 101, 100] for comprehensive discussions on ideal lattices. In the scope of this thesis, we focus only on cryptographic constructions based on general lattices.

**Gaussian Distributions over Lattices.**

We now recall the fundamental tool in lattice-based cryptography: Gaussian distributions over lattices (in particular, over $\mathbb{Z}^m$ and random $q$-ary lattices $\Lambda_q^+(A)$).

The Gaussian distribution over $\mathbb{R}$, parameterized by $\sigma > 0$, is defined by the density function

$$\forall x \in \mathbb{R} : \quad D_\sigma(x) = \frac{1}{\sigma} \cdot \exp\left(-\pi\left(\frac{x}{\sigma}\right)^2\right).$$

Similarly, the $m$-dimensional Gaussian distribution is defined by the density function $D_\sigma(x) = 1/\sigma^m \cdot \exp(-\pi(\|x\|/\sigma)^2)$. We denote by $D_{\sigma,c}$ the $m$-dimensional Gaussian distribution with center $c \in \mathbb{R}^m$, i.e., $D_{\sigma,c} = 1/\sigma^m \cdot \exp(-\pi(\|x - c\|/\sigma)^2)$.

Let $\Lambda \subseteq \mathbb{Z}^m$ be a lattice. The discrete Gaussian distribution $D_{\Lambda,\sigma,c}$ is the $m$-dimensional Gaussian centered at $c$, with support restricted to the lattice $\Lambda$. Namely, the density function of the discrete Gaussian distribution is

$$\forall x \in \Lambda : \quad D_{\Lambda,\sigma,c}(x) = \frac{D_{\sigma,c}(x)}{\sum_{z \in \Lambda} D_{\sigma,c}(z)}.$$
Gentry et al. [62] showed that the distribution $D_{\Lambda,\sigma,c}$ can be efficiently sampled (to within negligible statistical distance), if $\sigma$ is sufficiently large.

**Lemma 2.2.9** ([62]). Given a basis $B$ of an $m$-dimensional lattice $\Lambda$, a Gaussian parameter $\sigma \geq \|B\| \cdot \omega(\sqrt{\log m})$, and an arbitrary center $c \in \mathbb{Z}^m$, there is a probabilistic polynomial-time algorithm that outputs a sample from a distribution statistically close to $D_{\Lambda,\sigma,c}$.

For simplicity, we denote $D_{\Lambda,\sigma,0}$ by $D_{\Lambda,\sigma}$. We are especially interested in discrete Gaussian distribution over integers, i.e., $\Lambda = \mathbb{Z}^m$. In this case, if we let $x = (x_1,\ldots,x_m) \sim D_{\mathbb{Z}^m,\sigma}$, then each coordinate $x_i$ is independently and identically distributed according to the 1-dimensional Gaussian distribution $D_{\mathbb{Z},\sigma}$.

We now recall several well-known facts about discrete Gaussian distributions over lattices, which will be extensively used throughout the thesis.

**Lemma 2.2.10** ([120][113][62]). Let $A \in \mathbb{Z}_q^{n \times m}$ such that the columns of $A$ generate $\mathbb{Z}_q^n$. Let $S$ be any basis of $\Lambda_q^\perp(A)$, and let $\sigma \geq \|S\| \cdot \omega(\sqrt{\log m})$.

1. For $x \sim D_{\mathbb{Z}^m,\sigma}$, the distribution of $y = A \cdot x \mod q$ is statistically close to uniform over $\mathbb{Z}_q^n$.

2. Fix $y \in \mathbb{Z}_q^n$, and let $t$ be an arbitrary vector in $\mathbb{Z}^m$ such that $A \cdot t = y \mod q$. Then the conditional distribution of vector $x \sim D_{\mathbb{Z}^m,\sigma}$ given $A \cdot x = y \mod q$ is $t + D_{\Lambda_q^\perp(A),\sigma,-t}$.

3. The min-entropy of $D_{\mathbb{Z}^m,\sigma}$ is at least $m - 1$.

4. For $t \geq \omega(\sqrt{\log n})$ and for $\beta = \sigma \cdot t$: $\Pr_{x \sim D_{\mathbb{Z},\sigma}}[|x| > \beta]$ is negligible.
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2.2.4 The SIS and ISIS Problems.

In the seminal work that laid the first foundation for lattice-based cryptography [4], Ajtai introduced the Small Integer Solution (SIS) problem, which essentially asks to find a small non-zero vector in a random \( q \)-ary lattice \( \Lambda_q^+(A) \). The problem later was formalized in [113], as follows:

**Definition 2.2.11 \((\text{SIS}^p(n, m, q, \beta), [113])\).** The Small Integer Solution problem (in the \( \ell_p \) norm) with parameters \( n, m, q, \beta \), denoted by \( \text{SIS}^p(n, m, q, \beta) \), is as follows: Given a uniformly random matrix \( A \in \mathbb{Z}^{n \times m}_q \), find a non-zero vector \( x \in \mathbb{Z}^m \) such that \( \|x\|_p \leq \beta \) and \( A \cdot x = 0 \mod q \).

The SIS problem can also be interpreted as the problem of finding a small nontrivial solution of a random homogeneous system of modular linear equations. Gentry et al. [62] later formalized its inhomogeneous version, called the ISIS problem.

**Definition 2.2.12 \((\text{ISIS}^p(n, m, q, \beta), [62])\).** The Inhomogeneous Small Integer Solution problem (in the \( \ell_p \) norm) with parameters \( n, m, q, \beta \), denoted by \( \text{ISIS}^p(n, m, q, \beta) \), is as follows: Given a uniformly random matrix \( A \in \mathbb{Z}^{n \times m}_q \), and a uniformly random vector \( y \in \mathbb{Z}^n_q \), find a vector \( x \in \mathbb{Z}^m \) such that \( \|x\|_p \leq \beta \) and \( A \cdot x = y \mod q \).

Parameters \( q \) and \( m \) are usually poly\((n)\). The bound \( \beta \) should be set large enough (e.g., \( \beta = \mathcal{O}(\sqrt{n \log q}) \)) to make sure that the problem has at least one solution. For fixed \( n, m \) and \( q \), as \( \beta \) increases, SIS and ISIS become easier, and if \( \beta \geq q \), then the problems are trivially easy. Ajtai proved an intriguing worst-case/average-case connection: for appropriate parameters setting, solving a random instance of the SIS\(^2\) problem is at least as hard as approximating several lattice problems on any \( n \)-dimensional lattice, to within poly\((n)\) factors. A series of subsequent works ([141, 107, 113, 62, 112]) provided better parameters that guarantee hardness, and
smaller approximation factor for the underlying lattice problems. In the theorem below, we state the result by Gentry et al. [62]. We note that a recent result by Micciancio and Peikert [112] ensures that the worst-case to average-case reduction still holds true for smaller parameter $q$, e.g., $q \geq \beta \cdot n^\delta$, where $\delta$ is some constant.

**Theorem 2.2.13** (Hardness of $\text{SIS}^2$ and $\text{ISIS}^2$, [62]). For any $m$, $\beta = \text{poly}(n)$, and for any integer $q \geq \beta \cdot \omega(\sqrt{n \log n})$, solving a random instance of the $\text{SIS}^2(n,m,q,\beta)$ problem or the $\text{ISIS}^2(n,m,q,\beta)$ problem with non-negligible probability is at least as hard as approximating the $\text{SIVP}^2_\gamma$ problem on any lattice of dimension $n$ to within certain $\gamma = \beta \cdot \tilde{O}(\sqrt{n})$ factors.

Since $\text{SIVP}^2_\gamma$ is assumed to be hard to approximate for any $\gamma = \text{poly}(n)$ (see Conjecture 2.2.8), it follows that $\text{SIS}^2(n,m,q,\beta)$ and $\text{ISIS}^2(n,m,q,\beta)$ are believed to be hard to solve for any polynomial $\beta = \text{poly}(n)$. However, in designing cryptographic schemes based on the hardness of these problems, one would expect to obtain a security guarantee for $\beta$ as small as possible.

In this thesis, we will mainly work with the $\text{SIS}$ and $\text{ISIS}$ problems in the $\ell_\infty$ norm. On one hand, this restriction does not make the problems easier. Indeed, as noted in [112], there are theoretical and empirical evidences to believe that, for sufficiently small $q$, the $\text{SIS}$ problem, where solutions are restricted in the $\ell_\infty$ norm instead of the $\ell_2$ norm, may be “qualitatively harder”. On the other hand, in many cryptographic constructions based on the $\text{SIS}$ and $\text{ISIS}$ problems, defining the range of the solutions in term of the $\ell_\infty$ norm rather than the $\ell_2$ norm seems to be more convenient. The worst-case to average-case reduction in Theorem 2.2.14 only address the hardness of $\text{SIS}^2$ and $\text{ISIS}^2$ problems, but one can easily derive a hardness guarantee for the $\text{SIS}^\infty$ and $\text{ISIS}^\infty$ via the relationship between the $\ell_2$ and the $\ell_\infty$ norms (i.e., for any vector $x \in \mathbb{R}^m$, we have $\|x\|_\infty \leq \|x\|_2 \leq \sqrt{m} \cdot \|x\|_\infty$).
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Fig. 2.1: The SIS\textsuperscript{∞} and ISIS\textsuperscript{∞} problems with parameters \((n, m, q, \beta)\). Given \((A, y)\), the goal is to find \(x\).

This result is stated in the following theorem.

**Theorem 2.2.14** (Hardness of SIS\textsuperscript{∞} and ISIS\textsuperscript{∞}, as a corollary of Theorem 2.2.13).

For any \(m\), \(\beta = \text{poly}(n)\), and for any integer \(q \geq \beta \cdot \omega(\sqrt{n \log n})\), solving a random instance of the SIS\textsuperscript{∞}(\(n, m, q, \beta\)) problem or the ISIS\textsuperscript{∞}(\(n, m, q, \beta\)) problem with non-negligible probability is at least as hard as approximating SIVP\textsuperscript{2}_{\gamma} (in the \(\ell_2\) norm) on any lattice of dimension \(n\) to within certain \(\gamma = \beta \cdot \tilde{O}(n)\) factors.

Without loss of generality, throughout this thesis, we will set the \(\ell_{\infty}\) norm bound \(\beta\) (of the SIS and ISIS solutions) as a positive integer. In Figure 2.1 we give an illustration of the SIS\textsuperscript{∞} and ISIS\textsuperscript{∞} problems with parameters \((n, m, q, \beta)\).

**2.2.5 The LWE Problem.**

The Learning With Errors (LWE) problem was introduced in the seminal work of Regev [127], as the problem of decoding from random \(q\)-ary linear codes. In the special case of \(q = 2\), it corresponds to a well-known problem in coding theory, namely, the Learning Parity with Noise problem. The LWE problem has two versions, the search and the decision ones, defined as follows.

**Definition 2.2.15** (LWE\((n, q, \chi)\), [127]). Let \(n \geq 1\), \(q \geq 2\), and let \(\chi\) be a probability distribution on \(\mathbb{Z}\) (or its induced distribution over \(\mathbb{Z}_q\)). For \(s \in \mathbb{Z}_q^n\), let \(A_{s, \chi}\) be the
distribution obtained by sampling \( a \overset{\$}{\leftarrow} \mathbb{Z}_q^n \) and an error \( e \leftarrow \chi \), and outputting the pair \((a, a^T \cdot s + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q\).

- The **Search-LWE** problem is as follows: Given \( m \) independent samples from \( A \cdot s + \chi \) (for some \( s \in \mathbb{Z}_q^n \)), find \( s \) with non-negligible probability.

- The **Decision-LWE** problem asks to distinguish (with non-negligible advantage) \( m \) samples chosen according to \( A \cdot s + \chi \) (for \( s \overset{\$}{\leftarrow} \mathbb{Z}_q^n \)) and \( m \) samples chosen according to the uniform distribution over \( \mathbb{Z}_q^n \times \mathbb{Z}_q \).

In many cryptographic applications, we are mainly interested in the **LWE** problem where the errors sampled from \( \chi \) are sufficiently small, i.e., their magnitudes are bounded by a number \( \beta \ll q \) with overwhelming probability.

**Definition 2.2.16** (\( \beta \)-bounded distribution, [31, 63]). A distribution \( \chi \) over the integers is \( \beta \)-bounded (denoted by \(|\chi| \leq \beta\)) if for any \( e \leftarrow \chi \), \( \Pr[|e| > \beta] = \text{negl}(n) \).

It is usually more convenient to describe the **LWE\( (n, q, \chi) \)** problem in matrix form. Let \( A \overset{\$}{\leftarrow} \mathbb{Z}_q^{n \times m} \), and let \( b = A^T \cdot s + e \mod q \), where \( s \overset{\$}{\leftarrow} \mathbb{Z}_q^n \) and \( e \leftarrow \chi^m \) (see Figure 2.2 for an illustration). Then the **Search-LWE** problem asks to find \( s \) given \((A, b)\), and the **Decision-LWE** asks to distinguish \((A, b)\) from a uniformly random pair over \( \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^m \). Stating the **LWE** this way, one can observe a “connection” between **LWE** and \( q \)-ary lattices: If \( \chi \) is a \( \beta \)-bounded distribution, where \( \beta \) is sufficiently small, then \( b \) can be seen as a perturbed lattice point in the lattice \( \Lambda_q(A) \). We now review several facts from the literature about the hardness of **LWE**.

In his ground-breaking work [127], Regev proved that, for \( \chi = D_{\mathbb{Z}, \alpha, q} \) where \( \alpha \in (0, 1) \) such that \( \alpha \cdot q > 2\sqrt{n} \) (and thus, \( \chi \) is \( \beta \)-bounded for \( \beta \geq \alpha \cdot q \cdot \omega(\log n) \)),

\footnote{We note that, the hardness result from [127] is for a discretized Gaussian distribution, which does not not produce a true discrete Gaussian. Later, a randomized rounding technique by Peikert [119] resolved this issue.}
the \textbf{Search-LWE} problem is as least as hard as \textit{quantumly} approximating SIVP\(^2\) on \(n\)-dimensional lattices to within \(\tilde{O}(n/\alpha)\) factors. Regev also showed that the \textbf{Search-LWE} and \textbf{Decision-LWE} variants are essentially \textit{equivalent} for prime \(q = \text{poly}(n)\). The search-to-decision reduction was later improved in [118, 110, 111], so that it works for a wider class of moduli and error distributions. The following theorem, stated in [31, 63], summarizes the quantum hardness results of \textbf{LWE} from these works.

\textbf{Theorem 2.2.17} (Quantum hardness of \textbf{LWE}, [127, 118, 110, 111]). Let \(q = q(n)\) be either a prime power or a product of small (i.e., size \(\text{poly}(n)\)) distinct primes, and let \(\beta \geq \sqrt{n} \cdot \omega(\log n)\). Then there exists an efficient sampleable \(\beta\)-bounded distribution \(\chi\) such that: if there is an efficient algorithm solving the average-case problem \textbf{LWE}(\(n, q, \chi\)), then there is an efficient quantum algorithm that approximates SIVP\(^2\) on any \(n\)-dimensional lattice, to within certain \(\gamma = \tilde{O}(n \cdot q/\beta)\) factors.

The worst-case to average-case reduction in the above theorem is similar to the one for the \textbf{SIS} and \textbf{ISIS} problems (see Theorem 2.2.13), except for the “quantum” part. Even though lattice problems are assumed to be resistant against quantum computer (see Conjecture 2.2.8), this reduction is quite unsatisfactory. There have been several efforts to establish classical hardness for the \textbf{LWE} problem, most notably the results by Peikert [118] and by Brakerski et al. [34].
Theorem 2.2.18 (Classical hardness of LWE, [118 [34]). Assume that there exists an efficient algorithm solving the n-dimensional LWE problem (i.e., the secret $s \in \mathbb{Z}_q^n$). Then:

- From [118]: For $q \geq \tilde{O}(2^{n/2})$, there is an efficient algorithm for GapSVP on any lattice of dimension $n$.
- From [34]: For $q = \text{poly}(n)$, there is an equally efficient algorithm for GapSVP on any lattice of dimension $\sqrt{n}$.

It can be seen that the reduction of [118] requires exponential $q$, while the reduction of [34] admits a quadratic loss in the dimension. Currently, establishing a classical hardness for LWE for commonly used parameters (as specified in Theorem 2.2.17) remains an challenging problem.

2.3 Basic Lattice-based Cryptographic Primitives

In this section, we review some basic lattice-based cryptographic primitives that will be used in the thesis. These primitives are one-way functions, commitment schemes, trapdoors for lattices, signature schemes and encryption schemes.

2.3.1 One-way Functions

The assumed hardness of the SIS, ISIS, and LWE problems implies the existence of two families of one-way functions (i.e., functions that are easy to compute, but hard to invert), which are the fundamental building blocks of lattice-based cryptography. In the following, we let $q = \text{poly}(n)$, let $\mathbf{A} \xleftarrow{\$} \mathbb{Z}_q^{n \times m}$, and let $\chi$ be a $\beta$-bounded distribution (e.g., uniform distribution or discrete Gaussian distribution with suitable parameters).
The ISIS Function \([4,62]\). The function is defined by \(f_A(x) := A \cdot x \mod q\), where the input distribution is \(\chi^m\). For commonly used parameters (e.g., \(m = O(n \log q)\), and \(\beta = \tilde{O}(\sqrt{n})\)), this function has the following properties:

1. \(f_A\) is surjective, and the distribution of \(f_A(x)\) is statistically close to uniform over the range \(\mathbb{Z}_q^n\) (see Lemma 2.2.10, item (1)).

2. \(f_A\) is one-way, assuming that the ISIS\(^\infty\)(\(n, m, q, \beta\)) problem is hard. Indeed, inverting \(f_A\) on a uniform output \(y \in \mathbb{Z}_q^n\) is syntactically equivalent to solving the ISIS\(^\infty\)(\(n, m, q, \beta\)) problem.

3. \(f_A\) is collision-resistant, assuming that the SIS\(^\infty\)(\(n, m, q, 2\beta\)) problem is hard. Indeed, a collision \(x_1, x_2\) such that \(\|x_1\|_\infty, \|x_2\|_\infty \leq \beta\) and \(A \cdot x_1 = A \cdot x_2 \mod q\) will imply a solution for the SIS\(^\infty\)(\(n, m, q, 2\beta\)) instance \(A\): Let \(z = x_1 - x_2\), then \(\|z\|_\infty \leq 2\beta\) and \(A \cdot z = 0 \mod q\).

The LWE Function \([127]\). The function is defined by \(g_A(s, e) := A^T \cdot s + e \mod q\), where the input distributions are \(s \leftarrow \mathbb{Z}_q^n\), and \(e \leftarrow \chi^m\). For commonly used parameters, the function has the following properties:

1. \(g_A\) is injective, and the distribution of \(g_A(s, e)\) is indistinguishable from uniform distribution over the range \(\mathbb{Z}_q^m\), assuming that the Decision-LWE\((n, q, \chi)\) problem is hard (see Theorem 2.2.17).

2. \(g_A\) is one-way, assuming that the Search-LWE\((n, q, \chi)\) problem is hard. Indeed, finding \(s\), given \(b = A^T \cdot s + e \mod q\) is syntactically equivalent to solving the Search-LWE\((n, q, \chi)\) problem.

It can be seen that the ISIS and LWE function families share common properties. Interestingly, there are observations that these two fundamental function families are essentially equivalent under certain conditions \([110, 112]\).
2. Definitions and Preliminaries

2.3.2 Commitment Scheme

Commitment scheme is a cryptographic primitive that allows a sender to commit a chosen value, so that the value is hidden from the receiver, but the sender has the ability to reveal it later. Commitment schemes are widely used in constructing zero-knowledge proofs: the prover commits all the information in advance in a commitment; the verifier then specifies a choice of what it wants to learn; and the prover will only reveals the information corresponding to the verifier’s choice.

In particular, a commitment scheme \( \text{COM} \) works in two phases. In the committing phase, the sender, who wants to commit a value \( s \), computes \( c = \text{COM}(s, \rho) \), where \( \rho \) is a random string, and sends \( c \) to the receiver. In the revealing phase, the sender “open” \( c \) by revealing \( s \) and \( \rho \), so that the receiver can compute \( \text{COM}(s, \rho) \) and check the validity of \( c \). In this thesis, we will be working with a string commitment scheme (i.e. the committed value is a string \( s \in \{0,1\}^* \)) that satisfies two security requirements: statistical hiding property and computational binding property. Roughly speaking, a commitment scheme is statistically hiding if any computationally unbounded cheating receiver cannot distinguish the commitments of two different strings. It is computationally binding if any polynomial-time cheating sender cannot change the committed string after the commitment phase. More formally, these two security notions are defined as follows.

**Definition 2.3.1** ([65]). A statistically hiding, computationally binding string commitment scheme is a PPT algorithm \( \text{COM}(s, \rho) \) satisfying:

- For all \( s_0, s_1 \in \{0,1\}^* \), we have (over the random coins of \( \text{COM} \)):

\[
\text{COM}(s_0; \cdot) \approx_s \text{COM}(s_1; \cdot),
\]
• For all probabilistic polynomial-time algorithm $\mathcal{A}$ returning $(s_0, \rho_0); (s_1, \rho_1)$, where $s_0 \neq s_1$, we have (over the random coins of $\mathcal{A}$):

$$\Pr[\text{COM}(s_0; \rho_0) = \text{COM}(s_1; \rho_1)] = \text{negl}(n).$$

There are generic constructions of statistically hiding and computationally binding string commitment schemes from a family of collision-resistant hash functions (see [78, 52]). Kawachi, Tanaka and Xagawa [85] gave a more direct and simpler construction from lattices. In this thesis, we will refer to this scheme as the KTX string commitment scheme.

The KTX string commitment scheme was built upon an ISIS function $f_{\mathcal{A}}(x) = \mathcal{A} \cdot x \mod q$, where $\mathcal{A} \xleftarrow{} \mathbb{Z}_{q}^{n \times \bar{m}}$ and $x = (s \parallel \rho)$, with $s, \rho \in \{0, 1\}^{\bar{m}/2}$. Parameter $\bar{m}$ is set sufficiently large so that the output distribution of $f_{\mathcal{A}}$ is statistically close to uniform over the range $\mathbb{Z}_{q}^{n}$ (via the left-over hash lemma, see [127]). As mentioned in Section 2.3.1 for suitable choice of parameters, the function is collision-resistant based on the assumed hardness of the $\text{SIS}^{\infty}(n, \bar{m}, q, 2)$ problem. These observations give rise to a statistically hiding and computationally binding commitment for values $s \in \{0, 1\}^{\bar{m}/2}$. In [85], the authors use the Merkle-Damgard construction [105, 50] to extend the domain to $\{0, 1\}^{*}$. The result is a string commitment scheme $\text{COM} : \{0, 1\}^{*} \times \{0, 1\}^{\bar{m}/2} \rightarrow \mathbb{Z}_{q}^{n}$, whose security aspects are summarized in the following theorem.

**Theorem 2.3.2** (Adapted from [85]). Let $\text{COM}$ be the KTX string commitment scheme.

• If $\bar{m} > 2n(1+\delta)\log q$ for some positive constant $\delta$, then $\text{COM}$ is statistically hiding.

• If the $\text{SIS}^{\infty}(n, \bar{m}, q, 2)$ problem is hard, then $\text{COM}$ is computationally binding.
In this thesis, we will extensively use the KTX commitment scheme. For simplicity, sometimes we will omit the randomness \( \rho \) of the commitment.

### 2.3.3 Trapdoors for Lattices

At the heart of many lattice-based cryptographic constructions is an algorithm that, given \((1^n, 1^m, q)\), generates a matrix \( A \) statistically close to uniform over \( \mathbb{Z}_{q}^{n \times m} \) together with a short basis \( S \) for the lattice \( \Lambda_{q}^{\perp}(A) \). This fundamental algorithm, called \( \text{GenTrap} \), was first introduced by Ajtai [6], then was improved by Alwen and Peikert [12], and recently was simplified by Micciancio and Peikert [111]. The following theorem is adapted from the results in [12] and [111].

**Theorem 2.3.3** (Adapted from [12, 111]). Let \( n \geq 1, q \geq 2 \) and \( m \geq 2n \log q \) be integers. There is a probabilistic polynomial-time algorithm \( \text{GenTrap}(1^n, 1^m, q) \) that outputs a matrix \( A \) statistically close to uniform over \( \mathbb{Z}_{q}^{n \times m} \), and a basis \( S \in \mathbb{Z}_{m \times m} \) for the lattice \( \Lambda_{q}^{\perp}(A) \), such that \( \|\tilde{S}\| \leq L \) for certain \( L = O(\sqrt{n \log q}) \).

A short basis for \( \Lambda_{q}^{\perp}(A) \) is called a lattice *trapdoor*, since the knowledge of such basis can help to efficiently invert the \( \text{ISIS} \) and \( \text{LWE} \) functions indexed by \( A \), as pointed out in [62].

**Inverting the \( \text{ISIS} \) Function.** The \( \text{ISIS} \) inverting algorithm \( \text{SampleD} \) is described as in the following theorem.

**Theorem 2.3.4** ([62]). Let \( q \geq 2 \) and \( m \geq n \). Let \( A \) be a matrix in \( \mathbb{Z}_{q}^{n \times m} \) and \( S \) be a basis for \( \Lambda_{q}^{\perp}(A) \). Then for \( y \) in the image of \( A \) and \( \sigma \geq \|\tilde{S}\| \omega(\sqrt{\log m}) \), there is a probabilistic polynomial-time algorithm \( \text{SampleD}(S, A, y, \sigma) \) that outputs \( x \in \mathbb{Z}_{m}^{n} \) sampled from the distribution \( D_{\mathbb{Z}_{m}, \sigma} \), conditioned on \( A \cdot x = y \mod q \).

Specifically, algorithm \( \text{SampleD}(S, A, y, \sigma) \) performs the following steps:
• Compute via linear algebra a vector \( t \in \mathbb{Z}^m \) such that \( A \cdot t = y \mod q \). Since \( y \) belongs to the image of \( A \), such vector \( t \) must exist.

• Using the basis \( S \) of \( \Lambda_q^+ (A) \), sample \( v \leftarrow D_{\Lambda_q^+ (A), \sigma, -t} \) (see Lemma 2.2.9).

• Return \( x = v + t \). It can be checked that \( A \cdot x = A \cdot v + A \cdot t = A \cdot t = y \mod q \).

Moreover, it follows from Lemma 2.2.10 (item 2), that the conditional distribution of \( x \), given \( A \cdot x = y \mod q \) is \( D_{\mathbb{Z}^m, \sigma} \).

**Inverting the LWE Function.** Let \( (A \in \mathbb{Z}_q^{n \times m}, b \in \mathbb{Z}_q^m) \), be an ‘LWE instance’, namely, there exist “secret” vector \( s \in \mathbb{Z}_q^n \) and “small” error vector \( e \in \mathbb{Z}_q^m \), such that \( b = A^T \cdot s + e \mod q \). Then one can use a “short” basis \( S \) of \( \Lambda_q^+ (A) \) to efficiently recover \( s \) (and \( e \)), as follows:

1. Compute \( b' = S^T \cdot b \mod q = S^T \cdot (A^T \cdot s + e) \mod q = S^T \cdot e \mod q \). Since both \( S \) and \( e \) contain only “small” entries, while \( q = \text{poly}(n) \) is sufficiently large, we have \( b' = S^T \cdot e \) (over the integers).

2. Recover \( e \) by computing \( (S^T)^{-1} \cdot b' \). Having known \( e \), it is easy to recover \( s \).

Lattice trapdoors play a prominent role in many cryptographic constructions in this thesis. The 2 signature schemes that we will describe in the next section are based on trapdoors. Furthermore, the schemes presented in Chapter 5 and Chapter 6 also employ lattice trapdoors to invert the underlying ISIS and LWE functions.

### 2.3.4 Lattice-based Signature Schemes

In this section, we will give an overview of existing lattice-based signature schemes, and describe 2 schemes that are related to the later constructions in the thesis. First, we will recall the standard definition and security requirements of signature schemes, and the background on the random oracle model.
Signature Schemes.

Definition 2.3.5. A signature scheme $SS = (\text{KeyGen}, \text{Sign}, \text{Verify})$ is a triple of polynomial-time (possibly probabilistic) algorithms:

- Key generation algorithm $\text{KeyGen}(1^n)$: On input $1^n$, where $n$ is the security parameter, output a public verification key $pk$ and a secret signing key $sk$.
- Signing algorithm $\text{Sign}(sk, M)$: On input $sk$ and a message $M$, output a signature $\Sigma$.
- Verification algorithm $\text{Verify}(pk, M, \Sigma)$: On input $pk$, a message $M$, and a purported signature $\Sigma$ on $M$, output 1 (Valid) or 0 (Invalid).

Correctness: The correctness requirement for a signature scheme $SS$ is as follows: for any $(pk, sk)$ outputted by $\text{KeyGen}(1^n)$, and any message $M$,

$$\Pr[\text{Verify}(pk, M, \text{Sign}(sk, M)) = 1] = 1 - \text{negl}(n),$$

where the probability is taken over the randomness of all algorithms.

Security Notions: The standard security notion for signature schemes is existential unforgeability ($eu$) under (static or adaptive) chosen message attacks ($\text{scma}$ or $\text{acma}$, respectively), which roughly means that any polynomial-time adversary, after seeing signatures of messages of its choice, should not be able to output a valid signature for a new message. More precisely, depending on the attack model, the security experiment between the challenger $C$ and the forger $F$ is defined differently:

- The $eu$-$\text{scma}$ experiment: The forger $F$ specifies in advance a list of query messages $M_1, \ldots, M_Q$, for some $Q$. The challenger $C$ then generates $(pk, sk) \leftarrow \text{KeyGen}(1^n)$, and $\Sigma_i \leftarrow \text{Sign}(sk, M_i)$ for each $i \in [Q]$, then gives $pk$ and $\{\Sigma_i\}_{i=1}^Q$ to $F$. Eventually, $F$ outputs a forgery $(M^*, \Sigma^*)$. The challenger outputs 1 if
and only if $\text{Verify}(pk, M^*, \Sigma^*) = 1$ and $M^* \neq M_i$ for all $i \in [Q]$. Otherwise, it outputs 0.

- The \text{eu-acma} experiment: The challenger $C$ generates $(pk, sk) \leftarrow \text{KeyGen}(1^n)$, then gives $pk$ to $F$. The forger can adaptively query for signature of message $M_i$ in the $i$-th query ($i \in [Q]$), and $C$ answers with $\Sigma_i \leftarrow \text{Sign}(sk, M_i)$. Eventually, $F$ outputs a forgery $(M^*, \Sigma^*)$. The challenger outputs 1 if and only if $\text{Verify}(pk, M^*, \Sigma^*) = 1$ and $M^* \neq M_i$ for all $i$. Otherwise, it outputs 0.

In the \text{eu-scma} experiment (\text{eu-acma} experiment, respectively) above, the advantage of $F$ is defined as the probability that $C$ outputs 1, taken over the randomness of all algorithms. The scheme is called \text{eu-scma} secure (\text{eu-acma} secure, respectively), if the advantage of $F$ is $\text{negl}(n)$ for any polynomial-time $F$.

A stronger security notion, called \textit{strong unforgeability (seu)}, additionally requires that the forger cannot come up with a new signature for a previously signed message. Namely, at the end of the experiment, the challenger outputs 1 if and only if $\text{Verify}(pk, M^*, \Sigma^*) = 1$, and $(M^*, \Sigma^*) \neq (M_i, \Sigma_i)$ for all $i \in [Q]$. Thus, the strongest security notion for signature schemes is \text{seu-acma}.

On the other hand, constructing signature schemes satisfying strong security notions is usually involved, and thus, a weaker notion is considered \[89\]: unforgeability under a \textit{one-time} chosen message attack, i.e., in the experiment, the forger is allowed to make at most one signing query. Schemes only satisfies this weak notion is called one-time signatures.

When designing signature schemes, it is desirable to prove the security of the schemes in \textit{the standard model}. However, in many situations, it seems impossible to obtain a security proof in the standard model. In these cases, one can alternatively consider the security of the scheme in \textit{the random oracle model}. 
The Random Oracle Model.

The random oracle model (ROM), proposed by Bellare and Rogaway [21], is a security model, in which a hash function $H : \{0, 1\}^* \rightarrow \{0, 1\}^{\mu(n)}$ can be modeled as a truly random function (where $\{0, 1\}^{\mu(n)}$ is the output range specified in the context). More precisely, for a new query $x \in \{0, 1\}^*$, $H$ is supposed to answer with a uniformly random $y \leftarrow \{0, 1\}^{\mu(n)}$, and from this point, it has to answer with consistency, namely, $H(x)$ is always $y$.

An interesting feature of the ROM is that: In the security proof, the reduction algorithm is allowed to program the random oracle, as long as the behavior of $H$ satisfies the above requirements. Since its introduction in 1993, the ROM have become a very powerful cryptographic tool, especially for proving the security of signature schemes. In general, signature schemes, that are provably secure in the ROM, belong to one of the two groups. The first group consists of schemes following the Full Domain Hash approach [22], and the second groups are schemes obtained from an interactive proof system via the Fiat-Shamir heuristic [58].

On the other hand, the ROM is a controversial concept, as a truly random function cannot be implemented in real world. Actually, there are examples of schemes that are secure in the ROM, but become insecure if $H$ is replaced with a real function [41]. Nevertheless, in many situations, the random oracle seems unavoidable, and achieving a security proof in the ROM is better than not modelling the security of the scheme at all. Moreover, cryptographic schemes, that are provably secure in the ROM, tend to be more efficient than their counterparts in the standard model.

Having described the fundamental concepts, we now will review lattice-based signa-
Overview of Lattice-based Signature Schemes.

The development of lattice-based signature schemes was inspired by the celebrated work of Ajtai [41]. The first scheme, whose security is related to the hardness of lattice problems, is the GGH signature, proposed by Goldreich et al. [69]. Later, Hoffstein et al. [79] introduced NTRUSIGN - a signature scheme based on the design principle of the GGH signature, but operates in compact NTRU lattices. These earlier schemes are relatively efficient but did not come with a security proof. Subsequently, NTRUSIGN was partially shown insecure by Gentry and Szydlo [64], and then both NTRUSIGN and GGH were completely broken by Nguyen and Regev [117]. On the other hand, the last decade has witnessed a significant progress on designing provably secure lattice-based signature schemes. In general, these schemes can be divided into two categories: the ones that work without a lattice trapdoor (usually built upon a proof system), and the ones based on trapdoors.

In the first category, the earliest scheme was (implicitly) suggested by Micciancio and Vadhan [113], who constructed statistical zero-knowledge proof systems for GapSVP$_\gamma$ and GapCVP$_\gamma$ (see also Section 3.2.1): those proof systems yield secure identification schemes, which can be converted into secure signature schemes in the random oracle model via Fiat-Shamir heuristic [58]. Lyubashevsky and Micciancio [98] later proposed an efficient one-time signature scheme based on the hardness of approximating SVP$^\infty$ in ideal lattices. (A full-fledged tree-based signature can be obtained via a standard transformation [104].) Subsequently, a series of work by Lyubashevsky [94, 95, 96] introduced signatures schemes based on efficient proof systems for the ISIS problem (see also Section 3.2.2). Using clever aborting and rejection sampling techniques, Lyubashevsky transformed the underlying proof sys-
tems to signature schemes in the random oracle model via Fiat-Shamir heuristic. We remark that signature schemes in this category are currently the most efficient provably secure schemes known to date, and are gradually coming closer to practice.

Lattice-based signature schemes in the second category, i.e., signatures with trapdoors, are not as efficient as their counterparts in the first category. Nevertheless, these schemes got significant attention from the community thanks to their theoretical attractiveness. In the following, we will review 2 trapdoor-based schemes that will be used in the later constructions in this thesis: the Gentry et al.’s scheme from [62], and the Cash et al.’s scheme from [42].

The GPV Signature Scheme.

In [62], Gentry, Peikert and Vaikuntanathan introduced the first signature scheme that makes use of a lattice trapdoor. In this thesis, we will refer to this scheme as the GPV signature scheme. At a high level, the authors proposed a novel abstraction called preimage sampleable (trapdoor) functions (PSFs), which contains the following algorithms:

- Algorithm GenTrap (see Theorem 2.3.3) generates an ISIS function \( f_A \), together with a lattice trapdoor. As mentioned in Section 2.3.1 for suitable settings, the function \( f_A \) is one-way and collision-resistant based on the assumed hardness of ISIS and SIS, respectively.

- Algorithm SampleD (see Theorem 2.3.4) allows to invert \( f_A \) on a uniform output, given the trapdoor.

As shown by Gentry et al. [62], the PSFs allow to construct Full-Domain Hash signature and identity-based encryption schemes that are secure in the ROM. In
this thesis, we are mainly interested in their signature scheme, which is described as follows.

Scheme 2.3.6 (The GPV signature scheme, [62]). Let \( q = \text{poly}(n) \), \( m \geq 2n \log q \), and \( \sigma = \omega(\sqrt{n \log q \log n}) \). Let \( H : \{0, 1\}^* \rightarrow \mathbb{Z}_q^n \) be a random oracle.

Keygen\((1^n)\) : Let \((A, S) \leftarrow \text{GenTrap}(1^n, 1^m, q)\). Output \( pk = A \) and \( sk = S \).

Sign\((S, M \in \{0, 1\}^*)\) : Let \( x \leftarrow \text{SampleD}(S, A, H(M), \sigma) \). If \( \|x\| > \sigma \sqrt{m} \) then re-sample \( x \). Otherwise, output \( \Sigma = x \).

Verify\((A, M, \Sigma)\) : Let \( \Sigma = x \). Output 1 if \( A \cdot x = H(M) \mod q \) and \( \|x\| \leq \sigma \sqrt{m} \). Otherwise, output 0.

It can be seen that the given scheme is correct. Its security in the ROM is stated in the following theorem.

Theorem 2.3.7 (Adapted from [62]). Assuming that the SIS\(^2\)(\(n, m, q, 2\sigma \sqrt{m}\)) problem is hard. Then the signature described in Scheme 2.3.6 is seu-aca\(\text{ma}\) secure in the random oracle model.

By Theorem 2.2.13, the security of the GPV signature scheme can be based on the assumed hardness of SIVP\(^2\) with \( \gamma = \widetilde{O}(n^{1.5}) \).

In this thesis, we will use the GPV signature scheme (where the domain of the ISIS solutions is defined in terms of the \( \ell_\infty \) norm) to construct the identity-based identification schemes in Chapter 4.

The Bonsai Signature Scheme.

In [42], Cash et al. introduced a signature scheme that makes use of a novel structure of hard random lattices called the Bonsai tree. In this thesis, we will refer to this scheme as the Bonsai tree signature scheme.
In the Bonsai tree structure, one is said to have control of a lattice, if it knows a trapdoor for the lattice. Then the interesting fact is that, one may extend its control to an arbitrary higher-dimensional extension of the lattice, but not the other way around. For instance, consider the “tree” $A = [A_0 | \bar{A}] \in \mathbb{Z}_q^{n \times (m + \bar{m})}$, where $A_0 \in \mathbb{Z}_q^{n \times m}$ is its “root”. If one has a relatively short basis $S_0$ for $\Lambda_q^\perp(A_0)$ (i.e., it has control of the “root”), then it can efficiently obtain a basis $S$ for the super-lattice $\Lambda_q^\perp(A)$, which automatically means that it controls the “tree” $A$. Moreover, the extension algorithm preserves the quality of the basis, namely: $\|\tilde{S}\| \leq \|\tilde{S}_0\|$. This algorithm, called $\text{ExtBasis}$, is summarized in the following lemma.

**Lemma 2.3.8** ([42]). Let $A_0 \in \mathbb{Z}_q^{n \times m}$ and let $S_0$ be a basis of the lattice $\Lambda_q^\perp(A_0)$. Let $A = [A_0 | \bar{A}] \in \mathbb{Z}_q^{n \times (m + \bar{m})}$, where $\bar{A} \in \mathbb{Z}_q^{n \times \bar{m}}$ is arbitrary. Then there is a deterministic polynomial-time algorithm $\text{ExtBasis}(S_0, A)$ that outputs a basis $S$ of $\Lambda_q^\perp(A)$ such that $\|\tilde{S}\| \leq \|\tilde{S}_0\|$.

It can be checked that, given uniformly random $A_0$, and any basis $S'$ of $\Lambda_q^\perp(A)$, there is no efficient algorithm that produces a relatively short basis $S'_0$ for $\Lambda_q^\perp(A_0)$ (otherwise, the SIS problem associated with $A_0$ would be easy to solve). Therefore, the Bonsai tree structure yields a hierarchy of lattice trapdoors, where control can be extended down the hierarchy (but not up). As shown by Cash et al. [12], this structure allows to construct hash-and-sign signature and hierarchical identity-based encryption schemes in the standard model. In the scope of this thesis, we focus solely on their signature scheme, which is described as follows.

**Scheme 2.3.9** (The Bonsai tree signature scheme, [12]). Let $\ell$ be the (hashed) message length (i.e., the output length of the function that hashes the original message). Let $q = \text{poly}(n)$, $m \geq 2n \log q$, $m' = (\ell + 1) \cdot m$, and $\sigma = \omega(\sqrt{n \log q \log n})$.

$\text{KeyGen}(1^n)$:
2. Definitions and Preliminaries

1. Run \( \text{GenTrap}(1^n, 1^m, q) \) to obtain \( A_0 \in \mathbb{Z}_q^{n \times m} \) together with a short basis \( S_0 \) of \( \Lambda_q^\perp(A_0) \).

2. For each \((j, b) \in [\ell] \times \{0, 1\}\), pick \( A^b_j \overset{\$}{\leftarrow} \mathbb{Z}_q^{n \times m} \).

3. Output \( \text{pk} = (A_0, A^1_0, A^1_1, \ldots, A^\ell_0, A^\ell_1) \in (\mathbb{Z}_q^{n \times m})^{2\ell+1} \), and \( \text{sk} = S_0 \in \mathbb{Z}^{m \times m} \).

Sign\((\text{sk}, \mu \in \{0, 1\}^\ell)\):

1. Let \( A_\mu = [A_0 | A_\mu^1 | \ldots | A_\mu^\ell] \in \mathbb{Z}_q^{n \times m'} \), where for \( i \in [\ell] \), \( \mu[i] \in \{0, 1\} \) is the \( i \)-th bit of \( \mu \).

2. Run \( \text{ExtBasis}(S_0, A_\mu) \) to obtain a short basis \( S_\mu \) of \( \Lambda_q^\perp(A_\mu) \).

3. Let \( x \leftarrow \text{SampleD}(S_\mu, A_\mu, 0, \sigma) \). If \( \|x\| = 0 \) or \( \|x\| > \sigma \sqrt{m'} \), then resample \( x \).

4. Output the signature \( x \).

Verify\((\text{pk}, \mu, x)\): Let \( A_\mu \) be as above. Output 1 if and only if \( 0 < \|x\| \leq \sigma \sqrt{m'} \) and \( A_\mu \cdot x = 0 \mod q \). Otherwise, output 0.

It can be seen that the scheme is correct. Its security in the standard model is stated in the following theorem.

**Theorem 2.3.10** (Adapted from [42]). Let \( F \) be a forger mounting an eu-scma attack on the signature described in Scheme 2.3.9 with advantage \( \epsilon \) and making at most \( Q \) queries. Then there exists a probabilistic polynomial-time algorithm \( S \) solving the SIS\(^2(n, m', q, \sigma \sqrt{m'}) \) problem with probability \( \epsilon' \geq \epsilon / (\ell \cdot Q) - \text{negl}(n) \).

By Theorem 2.2.13, the security of the given scheme can be based on the assumed hardness of SIVP\(^2\) with \( \gamma = \sqrt{\ell} \cdot \tilde{O}(n^{1.5}) \).

We note that the given signature scheme is only proved to be eu-scma secure. Nevertheless, the scheme can be adapted to achieve stronger security notions. First, it was noted in [42] that by employing a chameleon hash function [86], the scheme
can be made \textit{eu-acma} secure. On the other hand, Rückert \cite{132} later observed that the scheme is not \textit{strongly} unforgeable: If vector $x$ is a signature of $\mu$, then it can be checked that vector $(-x)$ is also a valid signature of $\mu$. As suggested in \cite{132}, by adding an extra vector $u \xleftarrow{\$} \mathbb{Z}_q^n$ to the public key, and outputting the signature $x \leftarrow \text{SampleD}(S_\mu, A_\mu, u, \sigma)$, the scheme can be proved to be strongly unforgeable.

In this thesis, we will employ the Bonsai tree structure to design the lattice-based group signature scheme in Chapter 6 (Section 6.6), where we restrict the norm bound of the \textsc{isis} solutions in term of the $\ell_\infty$ norm.

\section{Lattice-based Encryption Schemes}

In this section, we will give an overview of existing lattice-based encryption schemes, and describe two \textsc{lwe}-based schemes related to the later construction in the thesis. First, we recall the standard definition and security notions of public-key encryption (PKE) schemes.

\textbf{Encryption Schemes.}

\textbf{Definition 2.3.11.} A public-key encryption scheme $\mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec})$ is a triple of polynomial-time (possibly probabilistic) algorithms:

- The key generation algorithm $\text{KeyGen}(1^n)$: On input $1^n$, where $n$ is the security parameter, output a pair of public key and secret key $(pk, sk)$.

- The encryption algorithm $\text{Enc}(pk, M)$: On input the public key $pk$ and a message $M$, output a ciphertext $c$.

- The decryption algorithm $\text{Dec}(sk, c)$: On input the secret key $sk$ and a ciphertext $c$, return $M$. 
Correctness: The correctness requirement for a PKE scheme $E$ is as follows: for any $(pk, sk)$ outputted by $\text{KeyGen}(1^n)$, and any message $M$,

$$\Pr[\text{Dec}(sk, \text{Enc}(pk, M)) = M] = 1 - \text{negl}(n),$$

where the probability is taken over the randomness of all algorithms.

Security Notions: The standard security notion of PKE schemes is indistinguishability of ciphertexts under different attack models. Roughly speaking, it requires that any polynomial-time adversary should not be able to distinguish the ciphertexts of two distinct messages (of its choice). In chosen plaintext attacks (CPA), the adversary is not given access to the decryption oracle. In chosen ciphertext attacks (CCA1), the adversary is allowed to query to the decryption oracle before committing the target messages. In a stronger attack notion, called CCA2, the adversary is granted access to the decryption oracle even after it sees the target ciphertext.

More formally, we consider the following security experiment $\text{Exp}^{\text{IND-atk}}_{E, A}(n)$ between a challenger $C$ and an adversary $A$, where $\text{atk} \in \{\text{CPA}, \text{CCA1}, \text{CCA2}\}$.

Experiment $\text{Exp}^{\text{IND-atk}}_{E, A}(n)$:

- **Initialization phase:** $C$ generates $(pk, sk) \leftarrow \text{KeyGen}(1^n)$, and gives $pk$ to $A$.

- **Query phase 1:** $A$ can make decryption queries if $\text{atk} \in \{\text{CCA1}, \text{CCA2}\}$. Receiving a ciphertext $c$, the challenger returns $\text{Dec}(sk, c)$ to $A$.

- **Challenge phase:** $A$ outputs two messages $M_0$ and $M_1$. $C$ picks $b \xleftarrow{\$} \{0, 1\}$, computes the target ciphertext $c^* = \text{Enc}(pk, M_b)$, and sends $c^*$ to $A$.

- **Query phase 2:** $A$ can make decryption queries if $\text{atk} = \text{CCA2}$. Receiving a ciphertext $c$, if $c = c^*$, then $C$ outputs 0 and halts; otherwise it returns $\text{Dec}(sk, c)$ to $A$. 
• Guessing phase: Finally, $A$ outputs a guess $b' \in \{0, 1\}$. If $b' = b$, then $C$ outputs 1, otherwise it outputs 0.

**Definition 2.3.12.** Let $A$ be an adversary against a PKE scheme $E$. Define the advantage of $A$ in the above experiment as

$$\text{Adv}^{\text{IND-atk}}_{E,A}(n) = \left| \Pr[\text{Exp}^{\text{IND-atk}}_{E,A}(n) = 1] - 1/2 \right|.$$ 

We say that $E$ is IND-atk secure if $\text{Adv}^{\text{IND-atk}}_{E,A}(n)$ is negligible for any polynomial-time adversary $A$, where $\text{atk} \in \{\text{CPA}, \text{CCA1}, \text{CCA2}\}$.

**Overview of Lattice-based Encryption Schemes.**

The first lattice-based encryption scheme was proposed by Goldreich, Goldwasser and Halevi in [69] (henceforth, GGH). The idea is very appealing: the secret key is a “good” lattice basis and the public key is a “bad” basis of the same lattice; encryption is done by adding a short noise vector to a properly chosen lattice point and decryption consists of finding the lattice point closest to the ciphertext. Subsequently, Hoffstein et al. proposed NTRU - a cryptosystem that works with a similar principle as of GGH, but operates in lattices with special structure. Both GGH and NTRU are relatively efficient, but unfortunately, these schemes did not come with a security proof.

The first encryption scheme that is provably secure based on the worst-case hardness of a lattice problem was discovered by Ajtai and Dwork [8] in 1997. The scheme was rather impractical but it received considerable attention from the research community, and several improvements and simplified versions were introduced [68, 126, 71, 90]. It is worth to note that the security of the Ajtai-Dwork cryptosystem was based on the worst-case hardness of a special case of SVP, called unique-SVP. The hardness of this problem was not well-understood until Lyuba-
shevsky and Micciancio [99] proved in 2009 that unique-SVP is essentially equivalent to GapSVP (up to some small polynomial approximation factor).

Up to date, the most efficient provably secure encryption schemes from lattices are based on the hardness of the LWE problem (and its ring variant R-LWE). Interestingly, as observed by Regev [129], the hardness of LWE was somewhat implicitly used in Ajtai-Dwork cryptosystem [8] and its simplified form [126], which indicates that “LWE is the correct unifying idea behind all works” in lattice-based PKE schemes.

In the following, we will review two basic LWE-based cryptosystems: the scheme introduced by Regev in his seminal work [127] and the one proposed by Gentry et al. [62] (as known as “Dual-Regev encryption scheme”). Variants of these two basic schemes are the building blocks in many recent lattice-based cryptographic constructions: identity-based encryption [62, 42, 1, 2, 47], oblivious transfer [122], homomorphic encryption [61, 35, 33, 31, 32], and much more.

Regev’s LWE-based Encryption Scheme.

Regev’s LWE-based encryption scheme [127] can be described as follows.

**Scheme 2.3.13** (Regev’s encryption scheme, adapted from [127]). Let \( q = \Omega(n^2) \) be a prime, let \( m = \Omega(n \log q) \), and \( \beta = \tilde{O}(\sqrt{n}) \). Let \( \chi \) be a \( \beta \)-bounded discrete Gaussian distribution.

- **KeyGen**\((1^n)\): Sample \( s \leftarrow Z_q^n \), \( A \leftarrow Z_q^{n \times m} \), and \( e \leftarrow \chi^m \). Output
  \[
  pk = (A, b = A^T \cdot s + e) \in Z_q^{n \times m} \times Z_q^m \quad \text{and} \quad sk = s.
  \]

- **Enc**\((A, b, M \in \{0, 1\})\): Pick \( r \leftarrow \{0, 1\}^m \), and output the ciphertext:
  \[
  (u, c) = (A \cdot r, b^T \cdot r + M \cdot \lfloor q/2 \rfloor) \in Z_q^n \times Z_q.
  \]
Dec(s, (u, c)): Compute $M' = c - s^T \cdot u \in \mathbb{Z}_q$. Output 0 if $M'$ is closer to 0 than to $\lfloor q/2 \rfloor$ modulo $q$. Otherwise, output 1.

**Analysis.** The scheme is correct with overwhelming probability. Indeed, we have:

$$M' = c - s^T \cdot u = (s^T \cdot A + e^T) \cdot r + M \cdot [q/2] - s^T \cdot A \cdot r = e^T \cdot r + M \cdot [q/2] \mod q.$$ 

Since $r \in \{0,1\}^m$, and $\|e\|_\infty \leq \beta = \tilde{O}(\sqrt{n})$ with overwhelming probability, the magnitude of the term $e^T \cdot r$ is sufficiently smaller than $\lfloor q/4 \rfloor$. Thus, $M'$ is closer to 0 if $M = 0$, and it is closer to $\lfloor q/2 \rfloor$ modulo $q$ if $M = 1$. In other words, the decryption is correct, except for negligible probability.

The CPA-security of Regev’s encryption scheme is stated in the following theorem.

**Theorem 2.3.14** (Adapted from [127, 128]). For the chosen parameters, the cryptosystem described in Scheme 2.3.13 is IND-CPA secure if the Decision-LWE($n, q, \chi$) problem is hard.

The original Regev encryption scheme described above is relatively inefficient: the public key has size $\tilde{O}(n^2)$, and the ciphertext of one bit has size $\mathcal{O}(n \log q)$. Subsequently, Kawachi et al. [84] proposed a multi-bit version of the scheme, which slightly improves the encryption blowup factor to $\mathcal{O}(n)$. A significant efficiency improvement was made later by Peikert et al. [122], who introduced an amortized technique that leads to a scheme variant with blowup factor $\mathcal{O}(1)$.

In Chapter 4 of the thesis, we will present statistical zero-knowledge proofs of plaintext knowledge for Regev’s encryption scheme and its variant proposed in [122].

**The Dual-Regev Encryption Scheme**

Gentry et al. [62], partially motivated by the question of designing lattice-based identity encryption, introduced a “dual” variant of Regev’s encryption scheme, in
which the key generation and encryption algorithms are swapped. As opposed to
Regev’s encryption scheme, the public keys in this dual variant are dense, i.e., ev-
ery syndrome $u \in \mathbb{Z}_q^n$ is a valid public key that corresponds to many equivalent
decryption keys. The scheme can be described as follows.

**Scheme 2.3.15** (Dual-Regev encryption scheme, adapted from [62]). Let $q = \Omega(n^2)$
be a prime, let $m = \Omega(n \log q)$, and $\beta = \tilde{O}(\sqrt{n})$. Let $\chi$ be a $\beta$-bounded discrete
Gaussian distribution.

**KeyGen**$(1^n)$: Sample $A \leftarrow Z_q^{n \times m}$, $d \leftarrow \chi^m$, and compute $u = A \cdot d \mod q$. Output
$pk = (A, u)$ and $sk = d$.

**Enc**$((A, u), M \in \{0, 1\})$: Sample $s \leftarrow Z_q^n$, $e \leftarrow \chi^m$, and $z \leftarrow \chi$. Output the cipher-
text $(b, c) \in Z_q^m \times Z_q$, where

$$b = A^T \cdot s + e \mod q \quad \text{and} \quad c = u^T \cdot s + z + M \cdot \lfloor q/2 \rfloor \mod q$$

**Dec**$(d, (b, c))$: Compute $M' = c - d^T \cdot b \in \mathbb{Z}_q$. Output 0 if $M'$ is closer to 0 than
to $\lfloor q/2 \rfloor$ modulo $q$. Otherwise, output 1.

**Analysis**. The scheme is correct with overwhelming probability. Indeed, we have:

$$M' = c - d^T \cdot b = (d^T \cdot A^T) \cdot s + z + M \cdot \lfloor q/2 \rfloor - d^T \cdot (A^T \cdot s + e) = z - d^T \cdot e + M \cdot \lfloor q/2 \rfloor \mod q.$$

Since the magnitudes of $z$ and the coordinates of $d, e$ are all bounded by $\beta = \tilde{O}(\sqrt{n})$
with overwhelming probability, the magnitude of the term $z - d^T \cdot e$ is sufficiently
smaller than $\lfloor q/4 \rfloor$. Thus, $M'$ is closer to 0 if $M = 0$, and it is closer to $\lfloor q/2 \rfloor$
modulo $q$ if $M = 1$. In other words, the decryption is correct, except for negligible
probability.
The CPA-security of the scheme is stated in the following theorem.

**Theorem 2.3.16** (Adapted from [62]). *For the chosen parameters, the cryptosystem described in Scheme 2.3.15 is IND-CPA secure if the Decision-LWE\((n,q,\chi)\) problem is hard.*

In Chapter 4, we will also construct statistical zero-knowledge proofs of plain-text knowledge for the Dual-Regev encryption scheme, and its generalized variant proposed in [61].

### 2.4 Zero-knowledge Proof Systems

In this section, we first recall the standard definitions of zero-knowledge (ZK) proof systems and proofs of knowledge (PoK), then we will review the Stern-KTX zero-knowledge proof of knowledge (ZKPoK), which will serve as the basic tool in the later constructions in this thesis.

#### 2.4.1 Definitions

Proofs are fundamental objects in mathematics and computer science. In mathematics, one of the main goals is to decide which statements are correct and to prove that they are so. In computer science, the famous problem “P vs. NP” essentially asks if proofs are harder to find or to verify. Traditionally, a proof is a static object that can be expressed in a written form so that it can be verified later. By verifying a proof, one can learn whether the statement being proven is true, and if is is, then one can transfer the given proof to others to convince them of the assertion. Thus, a traditional proof possibly reveals much more than the validity of the assertion, and this is sometimes undesirable.
**Zero-knowledge Proofs.** Goldwasser, Micali and Rackoff [73] introduced zero-knowledge proofs - a beautiful notion that goes beyond the limits of traditional proofs. Namely, they are convincing proofs that reveal nothing but the validity of the statement being proven. To achieve this goal, they first proposed two new ingredients to the notion of a proof: interaction and randomization.

A proof now is considered as an interactive protocol between two randomized parties - a prover and a verifier. After exchanging messages with the prover, the verifier will output a decision: 1 (i.e., “Accept”) if it is convinced that the statement is true; and 0 (i.e., “Reject”) otherwise. In each round of a canonical protocol, the prover first sends a “commitment” to the verifier, who will send back a random “challenge”. The prover then computes and sends a “response”, so that the verifier checks its validity with respect to the commitment and challenge. If the statement is true, then the prover should be able to convince the verifier (completeness). If it is false, then it should not be able to do so (soundness). Indeed, in each round, a dishonest prover might correctly guess the verifier’s challenge with some constant probability, and might be able to compute a valid response. However, the protocol can be repeated many times, so that the probability that prover guesses all the challenges correctly is negligible.

More formally, “statements” are viewed as strings in some fixed alphabet, and their interpretations are given by a language $L$ specifying the “valid statements”. An interactive proof system for a language $L \subseteq \{0, 1\}^*$ is defined as follows.

**Definition 2.4.1 ([73]).** An interactive proof system for a language $L \subseteq \{0, 1\}^*$ with soundness error $s \in [0, 1]$ is a two-party protocol $\langle P, V \rangle$, between a PPT verifier $V$ and a computationally unbounded prover $P$, which satisfies the following properties:

- **Completeness**: For all $x \in L$: $\Pr[\text{out}_V[P(x) \leftrightarrow V(x)] = 1] = 1$, 
• **Soundness**: For all \( x \notin L \), and for any \( \hat{P} \): \( \Pr[\text{out}_V[\hat{P}(x) \leftrightarrow V(x)] = 1] \leq s \), where \( P(x) \leftrightarrow V(x) \) denotes an interaction between \( P \) and \( V \) on input \( x \), and \( \text{out}_V[\cdot] \) denotes the output of \( V \) in the specified interaction.

**Remark 2.4.2.** We have some remarks on the above definition:

- The completeness property states that if the statement is true, then an honest prover who follows the protocol should be able to convince the verifier. The completeness condition can be relaxed as

\[
\Pr[\text{out}_V[P(x) \leftrightarrow V(x)] = 1] \geq 1 - c > s,
\]

where \( c \) is called the **completeness error**. We note that, all the proof systems that we will consider in this thesis have perfect completeness (i.e., \( c = 0 \)), except for Lyubashevsky’s proof systems in Section 3.2.2.

- The soundness property states that if the statement is false, then any cheating prover (even if it has computationally unbounded power) cannot convince the verifier with probability greater than \( s \).

Intuitively, an interactive proof system for a language \( L \) is said to be **zero-knowledge**, if after reading the proof, the (possibly cheating) verifier cannot learn anything new from the interaction with the prover except for the fact that \( x \in L \). This intuition is formulated by a **simulator**. Given an \( x \in L \), if there exists an efficient simulator that can produce the transcript of the conversation between the (real) prover and the verifier, then it means that the interaction with the prover does not provide any additional knowledge for the verifier. There exist different definitions of zero-knowledge proofs with respect to different security models. For instance, \( \text{ZK} \) may be defined with respect to honest verifiers or malicious verifiers; and the \( \text{ZK} \) property
may be perfect, statistical, or computational (see [65], Chapter 4) for a comprehensive
discussion and comparison among different definitions). In the scope of this thesis,
we are mainly interested in statistical ZK proofs. In the following, we will give its
definition with respect to a black-box simulator.

Given an interactive proof system \( \langle P, V \rangle \) for a language \( L \) and an input \( x \), define
the view of \( V \) on \( x \) (denoted by \( \text{View}_V[P(x) \leftrightarrow V(x)] \)) to be all the messages sent
from \( P \) to \( V \) and all the random bits used by \( V \).

**Definition 2.4.3 ([73, 65])**. An interactive proof system \( \langle P, V \rangle \) for a language \( L \)
is called statistical zero-knowledge if for any PPT verifier \( \hat{V} \), there exists a PPT
simulator \( S \) such that for all \( x \in L \), the following conditions hold true:

1. \( \Pr[S(\hat{V}(x)) = \perp] \leq 1/2 \)
2. \( \text{View}_{\hat{V}}[P(x) \leftrightarrow \hat{V}(x)] \approx_s \tilde{S}(x) \)

where \( \tilde{S}(x) \) denotes the output distribution of \( S \) having back-box access to \( \hat{V} \) on
input \( x \), conditioned on \( S(x) \neq \perp \).

In other words, the above definition requires that the simulator \( S \) outputs with
probability at least 1/2 a transcript that is statistically close to that of the real
interaction between the real prover and the (possibly malicious) verifier.

**Proofs of Knowledge.** We have seen that in interactive proof systems, if the
statement is false, then even an unbounded prover cannot get accepted. However,
if the statement is true, then it is not clear in Definition 2.4.1 if anyone can give an
accepted proof. Hence, it is desirable to consider interactive proofs in which a prover
convinces a verifier that the prover indeed “knows” why a statement is true. Such
proof systems are called proofs of knowledge [73, 18]. In order to formally define
this notion, we first recall the definition of NP-relations.
Definition 2.4.4. An NP-relation \( R \subseteq \{0,1\}^* \times \{0,1\}^* \) is given by a deterministic algorithm \( W(\cdot, \cdot) \) that runs in time polynomial of its first input. The relation is

\[
R = \{(x, w) : W(x, w) \text{ accepts}\}.
\]

The associated NP-language \( L_R \) is \( L_R = \{x : \exists w \text{ such that } W(x, w) \text{ accepts}\} \). The witness set for an \( x \in \{0,1\}^* \) is defined as \( R(x) = \{w : W(x, w) = 1\} \).

In other words, an NP-relation is the set of statement-witness pairs \((x, w)\) that are accepted by the verifier \( W \).

Example 2.4.5. The relation for the \( \text{ISIS}^\infty(n, m, q, \beta) \) problem is defined as

\[
R_{\text{ISIS}^\infty}(n, m, q, \beta) = \{(A, y, z) \in \mathbb{Z}^n_q \times \mathbb{Z}^n_q \times \mathbb{Z}^m : \|z\|_\infty \leq \beta \wedge A \cdot z = y \mod q\}.
\]

In a PoK for \( R_{\text{ISIS}^\infty}(n, m, q, \beta) \), given an instance \((A, y)\), the prover has to convince the verifier that it knows a witness \( z \) satisfying \( \|z\|_\infty \leq \beta \) and \( A \cdot z = y \mod q \).

The intuition that “the prover knows a satisfying witness” is formulated by the existence of a knowledge extractor: if there exists a (possibly cheating) prover \( \hat{P} \) who can convinces the verifier with some probability on a statement \( x \in L_R \), then it should be possible to extract from \( \hat{P} \) a valid witness for \( x \) with a related probability.

Definition 2.4.6 (Adapted from [18]). An interactive proof system \( \langle P, V \rangle \) is a proof of knowledge with knowledge error \( \kappa \in [0,1] \) for an NP-relation \( R \) if there exists a PPT knowledge extractor \( K \), such that for any \( x \in L_R \), and for any (possibly unbounded) \( \hat{P} \), for which \( \hat{p}_x = \Pr[\text{out}_V[\hat{P} \leftrightarrow V(x)] = 1] > \kappa \), we have

\[
\Pr[K^{\hat{P}} \in R(x)] \geq \text{poly}(\hat{p}_x - \kappa).
\]
In other words, the probability that $K$ outputs a valid witness for $x$ using its access to $\hat{P}$ is at least polynomially related to the probability $\hat{p}_x$ that $\hat{P}$ convinces the honest verifier on $x$, less some knowledge error.

**Witness Indistinguishability.** Before concluding this section, we recall a notion that is related to zero-knowledge. That is *witness indistinguishability* [57].

Consider an NP-relation $R = \{(x, w) : W(x, w) \text{ accepts}\}$. Suppose that for some $x$, the witness set $R(x)$ contains witnesses $w_1$ and $w_2$. Roughly speaking, the statistical witness indistinguishability property states that even a computationally unbounded verifier, who knows both $w_1$ and $w_2$, cannot distinguish which witness the prover uses in the interaction. The formal definition is given below.

**Definition 2.4.7** ([57]). An interactive proof system $\langle P, V \rangle$ for a language $L$ is called *statistical witness indistinguishable* if for any PPT verifier $\hat{V}$, any fixed $x \in L$, and any $w_1, w_2 \in R(x)$, the following is true:

$$\text{View}_{\hat{V}}[P(x, w_1) \leftrightarrow \hat{V}(x)] \approx_s \text{View}_{\hat{V}}[P(x, w_2) \leftrightarrow \hat{V}(x)].$$

Witness indistinguishability (WI) is a weaker notion than zero-knowledge. Indeed, if a proof system is (statistical) ZK then it is also (statistical) WI. However, unlike ZK, WI is preserved under parallel composition [57].

### 2.4.2 The Stern-KTX Proof System

In this section, we will review the Stern-KTX ZKPoK, which is the fundamental tool in this thesis. In 1996, Stern [137] introduced a three-move ZK proof system for a well-known problem in coding theory: the Syndrome Decoding (SD) problem. The SD problem, which is very similar to the ISIS problem with modulus $q = 2$, is defined as follows.
**Definition 2.4.8** (SD problem). Given uniformly random $A \in \mathbb{Z}_2^{n \times m}$ and $y \in \mathbb{Z}_2^n$. Let $w < m$ be integer. Find $x \in \mathbb{Z}_2^m$, such that $wt(x) = w$, and $A \cdot x = y \bmod 2$.

In 2008, Kawachi, Tanaka and Xagawa [85], observing the similarities between the SD and ISIS problems, adapted Stern’s proof system to the lattice setting to obtain a ZKPoK for a *restricted* version of the ISIS problem. We will refer to this protocol as “the Stern-KTX proof system”.

Given integers $n, m, q$ and $w < m$, the Stern-KTX proof system is a PoK for the following relation:

$$R_{S-KTX} = \left\{ ((A, y), x) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \{0, 1\}^m : wt(x) = w \land A \cdot x = y \bmod q \right\}.$$

The proof system can be described as follows. The common input is $(A, y)$, and the prover’s auxiliary input is $x$. In the protocol, the prover convinces the verifier in zero-knowledge that $wt(x) = w$ and $A \cdot x = y \bmod q$. Let $COM$ be a statistically hiding and computationally binding string commitment scheme. For simplicity, we will not explicitly write the randomness $\rho$ of the commitment scheme.

**Commitment:** The prover picks a vector $r \xleftarrow{\$} \mathbb{Z}_q^m$, a permutation $\pi \xleftarrow{\$} S_m$, and sends the commitment $\text{CMT} = (c_1, c_2, c_3)$, where:

$$c_1 = COM(\pi, A \cdot r \bmod q); \quad c_2 = COM(\pi(r)); \quad c_3 = COM(\pi(x + r)).$$

**Intuition:** Since $COM$ is statistically hiding, the verifier, seeing $\text{CMT}$, learns “nothing” about the committed values, and since $COM$ is computationally binding, the prover, having sent $\text{CMT}$, cannot change what it committed.

**Challenge:** The verifier, receiving $\text{CMT}$, sends $Ch \xleftarrow{\$} \{1, 2, 3\}$ to the prover.

**Response:** Depending on the value of $Ch$, the prover responses differently:
• If $Ch = 1$, then reveal $c_2$ and $c_3$. Let $v = \pi(x)$, $t = \pi(r)$, and send $RSP = (v, t)$.

Intuition: Since the permutation $\pi$ was chosen uniformly at random, the only facts that the verifier, who receives $\pi(x)$, can learn are $x \in \{0, 1\}^m$ and $wt(x) = w$, which are exactly the facts to prove about the constraints of $x$.

• If $Ch = 2$, then reveal $c_1$ and $c_3$. Let $\phi = \pi$ and $z = x + r$. Send $RSP = (\phi, z)$.

Intuition: Since $r$ was chosen uniformly at random, $x + r$ should reveal no information about $x$.

• If $Ch = 3$, then reveal $c_1$ and $c_2$. Let $\psi = \pi$, $s = r$, and send $RSP = (\psi, r)$.

**Verification:** Receiving $RSP$, the verifier proceeds as follows:

• If $Ch = 1$: Check that $v \in \{0, 1\}^m$; $wt(v) = w$; and that $c_2$, $c_3$ were honestly computed: $c_2 = \text{COM}(t)$; $c_3 = \text{COM}(v + t)$.

• If $Ch = 2$: Check that $c_1 = \text{COM}(\phi, A \cdot z - y \mod q)$ and $c_3 = \text{COM}(\phi(z))$.

Intuition: If $z = x + r$, and if the verifier is convinced that $A \cdot z - y = A \cdot r \mod q$, then he is also convinced that $A \cdot x = y \mod q$.

• If $Ch = 3$: Check that $c_1$ and $c_2$ were correct: $c_1 = \text{COM}(\psi, A \cdot s \mod q)$ and $c_2 = \text{COM}(\psi(s))$.

In each case, the verifier outputs the decision $d = 1$ (Accept) if and only if all the conditions hold. Otherwise, it outputs $d = 0$ (Reject).

The properties of the Stern-KTX protocol are summarized in the following theorem.

**Theorem 2.4.9** ([137, 85]). *The Stern-KTX proof system is a statistical ZKPoK for the relation $R_{\text{S-KTX}}$, with perfect completeness, and knowledge error $2/3$.***
It can be verified that if the honest prover follows the protocol, then he always gets accepted. Therefore, the proof system has perfect completeness. It was sketched in [137] and explicitly proved in [85] that:

- If COM is statistically hiding, then one can construct a simulator (with black-box access to a cheating verifier) that produces with probability $2/3$ an accepted transcript that is statistically close to that in the real interaction.

- If COM is computationally binding, and if there exists a cheating prover who convinces the verifier with probability non-negligibly larger than $2/3$, then by using the standard rewinding technique, one can construct an efficient knowledge extractor which outputs $x'$ such that $((A, y), x') \in R_{S-KTX}$.

In other words, the proof system is statistically ZK and a PoK with knowledge error $2/3$. We note that, Stern [137] also provided a variant of the proof system with soundness error close to $1/2$, but it consists of 5 moves. In 2010, Cayrel et al. [43] achieved a similar result using a modified technique. In this thesis, we focus on the 3-move version of the protocol, with soundness error $2/3$ in each round. Using standard technique of protocol composition, one can repeat the protocol $t = \omega(\log n)$ times (in parallel, or in sequence) to make the soundness error negligibly small.

In summary, throughout this chapter, we have reviewed the basic definitions and constructions in lattice-based cryptography, as well as the standard notions of zero-knowledge proof systems. We have also described the basic tools to be used in the thesis. In Chapters 3, 4, 5, and 6 we will present our contributions, in comparison with the corresponding related works.
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3.1 Introduction

In many lattice-based cryptographic constructions ([115, 94, 136, 130, 88, 131,...]), the building block is a proof of knowledge of a valid solution to an instance of the ISIS problem. In the security proof, the reduction algorithm typically uses the knowledge extractor of the underlying protocol to extract a vector that will be helpful for solving a challenge instance of the hard problem. In these cases, the “quality” of the extracted vector will affect the security guarantee of the protocol, and the hardness assumption used in the cryptographic construction built upon it.

We recall that, in the scope of this thesis, we use the term “extraction gap” as a criterion for the quality of the extracted vector. Specifically, we say that a proof of knowledge for the ISIS^\infty or SIS^\infty problem admits extraction gap \( g \) (where \( g \geq 1 \)) if the knowledge extractor in that protocol, at best, can produce a vector whose infinity norm is \( g \) times larger than that of the valid witness possessed by the prover. In the ideal situation when \( g = 1 \) (i.e., there is “no extraction gap”), the reduction algorithm would be able to use the knowledge extractor to solve the underlying ISIS or SIS instance. This reduction demonstrates that such proof system has a very strong security guarantee, because breaking the protocol is as least as hard as solving the underlying problem. However, when \( g > 1 \), the soundness of the
proof system usually has to rely on a *stronger* hardness assumption, i.e., assumption that certain potentially easier problem is hard to solve.

We observe that, all existing efficient (zero-knowledge [115], or witness indistinguishable [94]) proofs of knowledge for the $\text{ISIS}^\infty$ or $\text{SIS}^\infty$ problem admit noticeable extraction gaps. Specifically:

- For the $\text{ISIS}^\infty(n, m, q, \beta)$ problem, all known proof systems admit extraction gaps $g \geq \tilde{O}(\sqrt{n})$, where $n$ denotes the dimension of the corresponding worst-case lattice problem. Therefore, while a valid witness vector is supposed to have infinity norm bounded by $\beta$, these schemes only guarantee that a prover using a witness $x \in \mathbb{Z}^m$, such that $\|x\|_\infty > g \cdot \beta$ cannot cheat the verifier. However, in these schemes, it is not guaranteed that a cheating prover using $x' \in \mathbb{Z}^m$ such that $\beta < \|x'\|_\infty \leq g \cdot \beta$ cannot pass the verification procedure. In other words, the soundness of these schemes has to rely on the hardness of solving the $\text{ISIS}^\infty(n, m, q, g \cdot \beta)$ problem.

- For the $\text{SIS}^\infty(n, m, q, \beta)$ problem, the only known proof system, which is derived from a protocol in [115], also has an extraction gap $g \geq \tilde{O}(\sqrt{n})$.

The above discussion shows that the current proof systems for the $\text{ISIS}^\infty$ and $\text{SIS}^\infty$ problems are sub-optimal, since breaking each of these protocols is potentially easier than solving the underlying problem. As a consequence, lattice-based cryptographic constructions using these protocols as their building blocks inherit the sub-optimal security guarantees. Therefore, zero-knowledge proof systems with stronger security guarantees (e.g. with a small constant extraction gap) are highly desirable. Such protocols are not only interesting from a theoretical point of view, but they also lead to lattice-based cryptographic constructions relying on *weaker* hardness assumptions than the contemporary schemes.
In this chapter, we construct improved ZKPoK for the $\text{ISIS}^\infty$ and $\text{SIS}^\infty$ problems. Our schemes rely on a simple, yet versatile and effective technique, called Decomposition-Extension. When applying this technique to the Stern-KTX protocol ([137], [85], see also Section 2.4.2), we obtain ZKPoK for the $\text{ISIS}^\infty$ problem, called $\text{SternExt}$, with a very strong security guarantee: The best way to break these systems is to solve the underlying problems. Thus, in term of security, we achieve the “optimal” solutions. Moreover, in terms of efficiency, $\text{SternExt}$ compares favorably to the Micciancio-Vadhan protocol [115], which is essentially the only known efficient zero-knowledge proof system for the $\text{ISIS}^\infty$ problem prior to our work. By some technical modifications, we also get a proof system for the $\text{SIS}^\infty$ problem with a slightly weaker security guarantee, where the extraction gap is $g < 2$.

Our proof systems can find various applications in lattice-based cryptography, as we will demonstrate in the later chapters. More generally, our Decomposition-Extension technique can be used to construct ZKPoK of linear objects (e.g., vectors, matrices) which are the secret solutions of certain given systems of modular linear equations, and which satisfy some suitable conditions (e.g., “smallness”). In other words, our technique is somewhat compatible with the properties of lattice-based cryptography (i.e., “linearity”, “smallness”), and can possibly find further interesting applications.

The rest of this chapter is organized as follows. In Section 3.2 we review the previous works. We then present our proof system $\text{SternExt}$ for the $\text{ISIS}^\infty$ problem in Section 3.3. In Section 3.4 we propose a modified version of $\text{SternExt}$ to obtain a proof system for the $\text{SIS}^\infty$ problem.
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3.2 Previous Works

First, we will give a short overview of existing proof systems for (worst-case and average-case) lattice problems. The first interactive proofs for lattice problems was introduced by Goldreich and Goldwasser [66], who gave AM proof systems for the complement problems \(\text{coGapCVP}\_\gamma\) and \(\text{coGapSVP}\_\gamma\), with \(\gamma = O(\sqrt{n/\log n})\). Subsequently, Micciancio and Vadhan [115] proposed statistical ZK proofs for \(\text{GapCVP}\_\gamma\) and \(\text{GapSVP}\_\gamma\) with efficient provers, where \(\gamma \geq O(\sqrt{n/\log n})\). We remark that it is possible to derive proof systems for the ISIS and SIS problems from the Micciancio-Vadhan protocols (see the discussion in Section 3.3 and Section 3.4, respectively), but the obtained proof systems inherit the extraction gap \(g \geq O(\sqrt{n/\log n})\). Pietert and Vaikuntanathan [121] introduced the first (indeed, the only known to date) non-interactive proof systems for a variety of worst-case lattice problems. However, it seems non-trivial to derive proof systems for average-case problems from the ones given in [121].

The first proof system that explicitly addresses the ISIS problem were given by Lyubashevsky in [91], and was improved in his subsequent works [95, 96]. Being constructed using clever aborting and rejection sampling techniques, these proof systems are quite efficient. However, these protocols suffer from several limitations: they are not even zero-knowledge (they are only proved to be witness indistinguishable); every round of the protocols has a constant completeness error; and their security guarantees are relatively weak (with an extraction gap of \(\tilde{O}(n)\) in [91], then was improved to \(\tilde{O}(\sqrt{n})\) in [96]).

In the following section, we will review the proof systems by Micciancio and Vadhan, and the ones by Lyubashevsky.
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3.2.1 The Micciancio-Vadhan Proof System

We will focus on the Micciancio-Vadhan proof system for GapCVP\(_\gamma\) [115]. We omit their protocol for GapSVP\(_\gamma\), which employs the same idea, and refer the readers to [115].

Given a GapCVP\(_\gamma^2\) instance \((B, t, d)\), the goal of the prover is to convince the verifier in zero-knowledge that it knows a lattice vector \(B \cdot w\), such that \(\|t - B \cdot w\| \leq d\). The idea of the proof system is basically as follows. To prove that \(t\) and \(B \cdot w\) are close to each other, the prover instead proves that two small balls around \(t\) and \(B \cdot w\) intersect. In the protocol, the prover picks uniformly random points from two balls, reduces them modulo \(B\), and sends them to the verifier. (The reduction modulo \(B\) results in a distribution that can be efficiently sampled without the knowledge of \(B \cdot w\) - this is crucial to achieve the zero-knowledge property.) The prover is constrained to show that some point must belong to the intersection of two balls, which means that the centers of the balls are close to each other. Specifically, the proof system is as follows.

**Scheme 3.2.1** (The Micciancio-Vadhand proof system for GapCVP\(_\gamma\)). The common input is the triple \((B, t, d)\). The prover’s auxiliary input is a lattice vector \(B \cdot w\). Denote \(t - B \cdot w\) by \(u\). The scheme is parameterized by some integer \(k\), which depends on the value of \(\gamma\).

- **Commitment:**

  1. For \(i \in [k]\), pick \(c_i \leftarrow \{0, 1\}\), and \(r_i \leftarrow B(0, \gamma d/2)\).
  2. Check if there exists an index \(i^*\) such that \(\|r_{i^*} + (2c_{i^*} - 1)u\|_2 \leq \gamma d/2\). If not, set \(i^* = 1\) and redefine \(c_{i^*} = 0\) and \(r_{i^*} = u/2\) to satisfy \(\|r_{i^*} + (2c_{i^*} - 1)u\|_2 \leq \gamma d/2\).
  3. For \(i \in [k]\), compute \(m_i = c_i t + r_i \text{ mod } B\).
4. Send \( m_1, \ldots, m_k \) to the verifier.

- **Challenge:** The verifier picks \( c \leftarrow \{0, 1\} \) and sends it to the prover.

- **Response:**
  - If \( c = \bigoplus_i c_i \), then send the bits \( c_i \) and the lattice vectors \( B \cdot v_i = m_i - (r_i + c_i t) \) (for \( i \in [k] \)) to the verifier.
  - If \( c \neq \bigoplus_i c_i \), then replace \( c_i \) by \( 1 - c_i \) and \( B \cdot v_i \) by \( B \cdot v_i + (2c_i - 1)(t - u) \), and send \( c_1, \ldots, c_k \) and \( B \cdot v_1, \ldots, B \cdot v_k \) to verifier.

- **Verification:** The verifier receives \( k \) bits \( c_1, \ldots, c_k \) and \( k \) vectors \( B \cdot v_1, \ldots, B \cdot v_k \).
  
  If \( c = \bigoplus_i c_i \) and \( \|m_i - (B \cdot v_i + c_i t)\|_2 \leq \gamma d/2 \) for all \( i \), then output 1 (Accept). Otherwise, output 0 (Reject).

The properties of the proof system are summarized in the following theorem.

**Theorem 3.2.2 ([115]).** The proof system described in Scheme 3.2.1 is a statistical zero-knowledge proof system for \( \text{GapCVP}^2_{\gamma} \) with perfect completeness and soundness error \( 1/2 \), provided one of the following conditions hold true:

- \( \gamma = \Omega(\sqrt{n/\log n}) \) and \( k = \text{poly}(n) \) is a sufficiently large polynomial, or
- \( \gamma = \Omega(\sqrt{n}) \) and \( k = \omega(\log n) \) is any super-logarithmic function of \( n \), or
- \( \gamma = n^{0.5+\Omega(1)} \) and \( k = \omega(1) \) is any super-constant function of \( n \).

Furthermore, the proof system is a proof of knowledge: if there exists a cheating prover \( \hat{P} \) who convinces \( V \) with probability \( 1/2 + \epsilon \) on some instance \((B, t, d)\) then there exists a knowledge extractor \( K \) that outputs a lattice vector \( B \cdot w' \) satisfying \( \|t - B \cdot w'\| \leq \gamma \cdot d \) in time \( \text{poly}(n)/\epsilon \).
It can be seen that the Micciancio-Vadhan proof system admits a trade-off between its security guarantee (determined by the approximation factor $\gamma$) and its communication cost (which is linearly dependent on $k$). In practice, one might have to choose $k = \omega(\log n)$ (and thus, $\gamma = \Omega(\sqrt{n})$) to balance the security and efficiency requirements.

### 3.2.2 Lyubashevsky’s Proof System

We now review some basic facts on Lyubashevsky’s proof system for the ISIS problem. In [94, 95], Lyubashevsky constructed a PoK for the $\text{ISIS}^\infty(m, n, q, \beta)$ problem. Namely, in the protocol, given $(A \xleftarrow{\$} \mathbb{Z}_q^{m \times n}, y \xleftarrow{\$} \mathbb{Z}_q^n)$, the prover has to convince the verifier that it knows $x \in \mathbb{Z}^m$ such that $\|x\|_{\infty} \leq \beta$ and $A \cdot x = y \mod q$. Prior to the interaction, both party agree on the following parameters: a number $r > m \cdot \beta$, and two domains

$$D_u = \{ u \in \mathbb{Z}^m : \|u\|_{\infty} \leq r + \beta \},$$

$$D_z = \{ z \in \mathbb{Z}^m : \|z\|_{\infty} \leq r \}.$$

One round of interaction between the prover $P$ and the verifier $V$ is as follows:

**Commitment:** $P$ picks $u \xleftarrow{\$} D_u$, and sends $w = A \cdot u \mod q$ to $V$.

**Challenge:** $V$ sends a challenge $Ch \xleftarrow{\$} \{0, 1\}$ to $P$.

**Response:** $P$ computes $z = u + c \cdot x$ and proceeds as follows:

- If $z \not\in D_z$, namely $z$ is not “safe”, then output $\bot$ and abort.
- If $z \in D_z$, namely $z$ is “safe”, then send the response $z$.

**Verification:** Output 1 if and only if $z \in D_z$ and $A \cdot z = y + w \mod q$. Otherwise, output 0.
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Remark 3.2.3. We have some notes on the above proof system:

- The protocol employs an interesting aborting technique: The “mask” value $u$ is chosen uniformly at random from a “big” domain $D_u$, but the response $z = u + c \cdot x$ is only revealed whenever it falls to the “small” domain $D_z$. These domains are chosen in a careful manner, so that whenever the prover does not abort, the distribution of $z$ is exactly the uniform distribution over $D_z$, and thus it should not leak any information about the witness $x$.

- The aborting technique yields two small drawbacks. Firstly, every round of the protocol admits a constant completeness error, since even an honest prover sometimes has to abort. Secondly, it is not known how to construct a transcript simulator for the protocol. Indeed, the protocol is only proved to be witness indistinguishable.

- By rewinding the cheating prover, one can construct a knowledge extractor. However, the extracted vector has infinity norm bounded by $\tilde{O}(m) \cdot \beta$, and the soundness of the protocol has to relies on the hardness of the $\text{ISIS}^\infty(n, m, q, \tilde{O}(m) \cdot \beta)$ problem. In other words, there is an extraction gap $g = \tilde{O}(m)$.

In [96], Lyubashevsky proposed an improved version of the above proof system, which makes use of a clever rejection sampling algorithm. Now, $u$ is not sampled from a uniform distribution, but from a discrete Gaussian distribution $D_{\mathbb{Z}_m, \sigma}$, with $\sigma = \tilde{O}(\sqrt{m}) \cdot \beta$. Then the response $z$ is only revealed with some carefully chosen probability. The new technique helps to reduce the extraction gap to $\tilde{O}(\sqrt{m})$.

3.3 Improved Proof System for the $\text{ISIS}^\infty$ Problem

In this section, we will present an improved zero-knowledge proof of knowledge for the $\text{ISIS}^\infty(n, m, q, \beta)$ problem, which is associated with the relation $R_{\text{ISIS}^\infty}$ defined
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as follows:

$$R_{\text{ISIS}^\infty}(n, m, q, \beta) = \{((\mathbf{A}, y), \mathbf{x}) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \mathbb{Z}^m : \|\mathbf{x}\|_\infty \leq \beta \land \mathbf{A} \cdot \mathbf{x} = y \mod q\}.$$ 

We first summarize the strengths and weaknesses of the existing proof systems for this relation. It follows from the discussions in Section 3.2 that there are currently two such proof systems:

- First, one might apply Lyubashevsky’s proof system [94, 95, 96] to obtain an efficient PoK for $R_{\text{ISIS}^\infty}$ but the protocol has several noticeable limitations: it is not zero-knowledge; it has a constant completeness error in every round; and it admits an extraction gap $\tilde{O}(\sqrt{m})$.

- Alternatively, one can obtain a PoK for $R_{\text{ISIS}^\infty}$ by transforming the given $\text{ISIS}^\infty$ instance into a $\text{GapCVP}^\infty$ instance, and adapting the Micciancio-Vadhan proof system for $\text{GapCVP}^2$ [115] to the infinity norm. Let $\mathbf{B}$ be any basis of the lattice $\Lambda_q^\perp(\mathbf{A}) = \{\mathbf{x} \in \mathbb{Z}^m : \mathbf{A} \cdot \mathbf{x} = 0 \mod q\}$ and $\mathbf{t}$ be a vector in $\mathbb{Z}^m$ such that $\mathbf{A} \cdot \mathbf{t} = y \mod q$. Such $\mathbf{B}$ and $\mathbf{t}$ can be efficiently computed using linear algebra. Then run the Micciancio-Vadhan protocol for $\text{GapCVP}_\gamma^\infty$ with common input $(\mathbf{B}, \mathbf{t}, \beta)$. The prover’s auxiliary input is $\mathbf{e} = \mathbf{t} - \mathbf{x} \in \Lambda_\gamma^\perp(\mathbf{A})$. We recall that the knowledge extractor in [115] is only able to output a vector $\mathbf{e}' \in \Lambda_q^\perp(\mathbf{A})$, such that $\|\mathbf{t} - \mathbf{e}'\|_\infty \leq g \cdot \beta$ for some $g \geq \tilde{O}(\sqrt{m})$. This implies that $\mathbf{x}' = \mathbf{t} - \mathbf{e}'$ is a solution to the $\text{ISIS}^\infty(n, m, q, g \cdot \beta)$ problem with respect to $(\mathbf{A}, y)$. In other words, the obtained protocol is a ZKPoK with perfect completeness for the relation $R_{\text{ISIS}^\infty}$, but it inherits an extraction gap at least $\tilde{O}(\sqrt{m})$.

It follows from the discussion above that all existing proof systems for $R_{\text{ISIS}^\infty}$ have some limitations, most notably the fact that there is a gap between the norm of the
witness vector and the norm of the vector computed by the knowledge extractor: The latter is only guaranteed to be \( g = \tilde{O}(\sqrt{m}) \) times larger than the former. (For commonly used parameters, we have \( g = \tilde{O}(\sqrt{m}) = \tilde{O}(\sqrt{n}) \).) As a consequence, the security of these proof systems has to rely on the hardness of the \( \text{ISIS}^\infty(n, m, q, g \cdot \beta) \) problem. In other words, breaking these protocols is potentially easier than solving the underlying \( \text{ISIS}^\infty(n, m, q, \beta) \) problem. Furthermore, as we mentioned earlier, cryptographic constructions using these proof systems as the building blocks will inherit the extraction gap \( g = \tilde{O}(\sqrt{n}) \), which leads to relatively weak security guarantees. This hints that the existing proof systems for the \( \text{ISIS}^\infty \) problem are somewhat sub-optimal: Is it possible to design an efficient ZKPoK for \( \text{ISIS}^\infty \) with stronger security guarantee than the existing ones?

### 3.3.1 Our Techniques and Contributions

In this work, we reply positively to the question raised in the previous section. Specifically, we describe a statistical ZKPoK for \( \text{ISIS}^\infty \) with no gap, i.e., \( g = 1 \). On the other hand, the communication cost of our proof system compares favorably to that of the Micciancio-Vadhan protocol.

We now sketch our approach. While the Micciancio-Vadhan protocol exploits the geometric aspect of the \( \text{ISIS} \) problem, our protocol exploits its combinatorial and algebraic aspects. We first look at the Stern-KTX proof system (see also Section 2.4.2), which is associated with the relation

\[
R_{\text{S-KTX}} = \left\{ ((A, y), x) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \{0, 1\}^m : \text{wt}(x) = w \land A \cdot x = y \mod q \right\}.
\]

It can be seen that the restrictions on the witness \( x \) are very tight. As a consequence, the Stern-KTX proof system does not seem to suffice for a wide range of applica-
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For some cryptographic schemes that allow many users, such as identity-based identification [134] and group signature [46] schemes, the secret keys of the users are typically generated from the public keys by a trusted authority. For such schemes that rely on lattice-based hardness assumptions ([136, 130, 58, 74, 88]), this task is performed by using a secret trapdoor possessed by the trusted authority, consisting in a relatively short basis of a publicly known lattice (see Section 2.3.3). As a result, a user secret key $x$ is a general solution to the ISIS$^\infty(n, m, q, \beta)$ problem, where $\beta$ is typically $\tilde{O}(\sqrt{n})$. We observe that the Stern-KTX proof system cannot handle such general ISIS$^\infty$ solutions.

On the positive side, the Stern-KTX proof system has the nice feature that we are looking for: Its knowledge extractor is able to output a vector with infinity norm exactly 1. We then investigate how to loosen the restrictions on the witness $x$ in the Stern-KTX proof system while preserving the zero-knowledge property. We first note that the conditions

$$x \in \{0, 1\}^m \text{ and } \text{wt}(x) = w$$

are invariant under all permutations of coordinates: For $\pi \in S_m$, a vector $x$ satisfies those restrictions if and only if $\pi(x)$ also does. Thus, a witness $x$ with such constraints can be verified in zero-knowledge thanks to the randomness of $\pi$. We then observe that the same statement still holds true for $x \in B_{3m}$, namely:

For $\pi \in S_{3m} : x \in B_{3m} \iff \pi(x) \in B_{3m}$.

(We recall that by $B_{3m}$, we denote the set of all vectors in $\{-1, 0, 1\}^{3m}$ having exactly $m$ coordinates equal to $-1$; $m$ coordinates equal to 0; and $m$ coordinates equal to 1.) This basic fact allows us to generalize the Stern-KTX proof system. Our generalization consists of two steps:
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Step 1. Removing the restriction on the Hamming weight.

Specifically, we observe that a ZKPoK for the ISIS^\infty(n, m, q, 1) problem, which is associated with the relation

$$R_{\text{ISIS}^\infty_{\beta=1}}(n, m, q) = \left\{ ((A, y), x) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \{-1, 0, 1\}^m : A \cdot x = y \mod q \right\}$$

can be derived from the Stern-KTX scheme by the following extensions: For any vector $$x \in \{-1, 0, 1\}^m$$, append $$2m$$ coordinates from the set $$\{-1, 0, 1\}$$ to $$x$$ to obtain $$x^* \in \mathcal{B}_{3m}$$. Next, to make the dimensions compatible, append $$2m$$ zero-columns to matrix $$A$$ to get $$A^* \in \mathbb{Z}_q^{n \times 3m}$$. We then have:

$$x^* \in \mathcal{B}_{3m} \iff x \in \{-1, 0, 1\}^m,$$

$$A^* \cdot x^* = y \mod q \iff A \cdot x = y \mod q.$$

In other words, if a verifier is convinced that $$x^* \in \mathcal{B}_{3m}$$ and $$A^* \cdot x^* = y \mod q$$, then it is also convinced that $$x$$ is a valid witness for the relation $$R_{\text{ISIS}^\infty_{\beta=1}}(n, m, q)$$. In Figure 3.1, we give an illustration of this extension technique.

Step 2. Increasing the $$\ell_\infty$$ bound from 1 to $$\beta$$, for any positive integer $$\beta$$.

Our idea is to “decompose” any vector $$x \in \{-\beta, \ldots, 0, \ldots, \beta\}^m$$ into $$p = \lceil \log \beta \rceil + 1$$ vectors $$\tilde{u}_1, \ldots, \tilde{u}_p$$ in $$\{-1, 0, 1\}^m$$. Specifically, given $$\beta$$ we construct a sequence of integers $$\beta_1, \ldots, \beta_p$$, such that every integer in the interval $$[0, \beta]$$ can be efficiently expressed as a subset sum of $$\beta_1, \ldots, \beta_p$$. As a result, it is efficient to compute $$\tilde{u}_1, \ldots, \tilde{u}_p \in \{-1, 0, 1\}^m$$ such that $$x = \sum_{j=1}^p \beta_j \cdot \tilde{u}_j$$.

Next we apply the extensions of Step 1: Extend each $$\tilde{u}_j$$ to $$u_j \in \mathcal{B}_{3m}$$, and
Fig. 3.1: Basic extension technique: If the verifier is convinced that $A^* \cdot x^* = y \pmod{q}$ and a random permutation of $x^*$ belongs to the set $B_{3m}$, then it is also convinced that $A \cdot x = y \pmod{q}$ and $x \in \{-1, 0, 1\}^m$.

extend matrix $A$ to $A^* \in \mathbb{Z}_q^{n \times 3m}$. We then have:

$$A^* (\sum_{j=1}^{p} \beta_j \cdot u_j) = y \pmod{q} \iff A x = y \pmod{q}.$$ 

This allows us to combine $p$ proofs for the $\text{ISIS}^\infty(n, m, q, 1)$ problem into one proof for the $\text{ISIS}^\infty(n, m, q, \beta)$ problem. As a result, we obtain a statistical ZKPoK for the general $\text{ISIS}^\infty$ problem, that we call $\text{SternExt}$, with the following properties:

- The knowledge extractor produces an $x'$ with $\|x'\|_\infty \leq \beta$. In other words, the extraction gap is $g = 1$.

- The communication cost is $\log \beta \cdot \tilde{O}(n \log q)$. In particular, in most cryptographic applications, parameter $q$ is $\text{poly}(n)$, and $\log \beta \leq \log q = \tilde{O}(1)$. Thus, for commonly used parameters, one round of interaction costs $\tilde{O}(n)$ bits.

Overall, $\text{SternExt}$ provides a better proof system for $R_{\text{ISIS}^\infty}$ in both security and

\footnote{This packing of proofs is akin to Jain et al.’s recent work on the Learning Parity with Noise problem \cite{Jain13} Section 4.2].}
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Efficiency aspects than the one derived from the Micciancio-Vadhan protocol. We summarize the comparison among the proof systems for R\(_{\text{ISIS}}\)\(^\infty\) in Table 3.1. The comparison data are for one round of protocol, in which case all the considered proof systems admit a constant soundness error.

<table>
<thead>
<tr>
<th>Proof systems</th>
<th>[Lyubashevsky]</th>
<th>[Micciancio-Vadhan]</th>
<th>SternExt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-knowledge?</td>
<td>(x(WI))</td>
<td>(\checkmark)</td>
<td>(\checkmark)</td>
</tr>
<tr>
<td>Perfect completeness?</td>
<td>(\times)</td>
<td>(\checkmark)</td>
<td>(\checkmark)</td>
</tr>
<tr>
<td>Norm bound in the ISIS hardness assumption</td>
<td>(\beta \cdot \tilde{O}(\sqrt{n}))</td>
<td>(\beta \cdot \tilde{O}(\sqrt{n}))</td>
<td>(\beta)</td>
</tr>
<tr>
<td>Communication</td>
<td>(\tilde{O}(n \log q))</td>
<td>(\tilde{O}(n \log q))</td>
<td>(\log \beta \cdot \tilde{O}(n \log q))</td>
</tr>
</tbody>
</table>

Tab. 3.1: Comparison among the proof systems for R\(_{\text{ISIS}}\)\(^\infty\)(n, m, q, \(\beta\)). See Section 3.2.1 for other security/efficiency trade-offs for the Micciancio-Vadhan protocol, and Section 3.2.2 for the discussion on Lyubashevsky’s protocol.

Before presenting our proof system, we first formally describe our Decomposition-Extension technique in Section 3.3.2.

3.3.2 The Decomposition - Extension Technique

Let \(n, m, q, \beta\) be positive integers, and let \(p = \lceil \log \beta \rceil + 1\). Define the sequence of integers \(\beta_1, \ldots, \beta_p\) as follows\(^1\):

\[
\beta_1 = \lceil \beta/2 \rceil, \quad \beta_2 = \lceil (\beta - \beta_1)/2 \rceil, \quad \beta_3 = \lceil (\beta - \beta_1 - \beta_2)/2 \rceil, \ldots, \beta_p = 1.
\]

It can be checked that these integers satisfy \(\sum_{j=1}^{p} \beta_j = \beta\) and their subset sums are precisely numbers between 0 and \(\beta\). Moreover, any integer in this interval can be efficiently expressed as a subset sum of \(\beta_1, \ldots, \beta_p\).

\(^1\) This sequence was suggested by Daniele Micciancio. In [23], we used a sequence of powers of 2, i.e., \(\beta_j = 2^{p-j}\) for each \(j \in [p]\). In this thesis, we will employ that sequence in the proof system for the SIS\(^\infty\) problem (in Section 3.4).
Example 3.3.1. Let \( \beta = 115 \), then we have \( p = \lfloor \log (115) \rfloor + 1 = 7 \), and:

\[
\beta_1 = 58, \beta_2 = 29, \beta_3 = 14, \beta_4 = 7, \beta_5 = 4, \beta_6 = 2, \beta_7 = 1.
\]

We now construct the following procedures:

1. **ELEMENTARY DECOMPOSITION.** On input a vector \( v = (v_1, v_2, \ldots, v_m) \in \mathbb{Z}^m \) such that \( \|v\|_\infty \leq \beta \) the vector decomposition procedure \( \text{EleDec}_{m,\beta} \) outputs \( p \) vectors \( \tilde{w}_1, \ldots, \tilde{w}_p \in \{-1, 0, 1\}^m \), such that \( \sum_{j=1}^p \beta_j \cdot \tilde{w}_j = v \). It works as follows:

   (a) For each \( i \in [m] \), express \( v_i \) as \( v_i = \beta_1 \cdot v_{i,1} + \beta_2 \cdot v_{i,2} + \ldots + \beta_p \cdot v_{i,p} \), where \( v_{i,j} \in \{-1, 0, 1\} \) for all \( j \in [p] \).

   (b) For each \( j \in [p] \), let \( \tilde{w}_j := (v_{1,j}, v_{2,j}, \ldots, v_{m,j}) \in \{-1, 0, 1\}^m \).

   (c) Output \( \tilde{w}_1, \ldots, \tilde{w}_p \).

2. **ELEMENTARY EXTENSION.** On input a vector \( \tilde{w} \in \{-1, 0, 1\}^m \), the procedure \( \text{EleExt}_m \) extends \( \tilde{w} \) to a vector \( w \in \mathcal{B}_3^m \). This procedure works as follows:

   (a) Let \( \lambda^{(-1)}, \lambda^{(0)} \) and \( \lambda^{(1)} \) be the numbers of coordinates of \( \tilde{w} \) that equal to \(-1, 0, 1\) respectively.

   (b) Pick a random vector \( \hat{w} \in \{-1, 0, 1\}^{2m} \) that has exactly \( (m - \lambda^{(-1)}) \) coordinates \(-1\); \( (m - \lambda^{(0)}) \) coordinates \(0\); and \( (m - \lambda^{(1)}) \) coordinates \(1\).

   (c) Output \( w = (\tilde{w} \parallel \hat{w}) \in \mathcal{B}_3^m \).

3. **VECTOR DECOMPOSITION AND EXTENSIONS.** On input vector \( x \in \mathbb{Z}^m \) such that \( \|x\|_\infty \leq \beta \), the procedure \( \text{VectorDE}_{m,\beta} \) outputs \( p \) vectors \( u_1, \ldots, u_p \in \mathcal{B}_3^m \). This procedure works as follows:

   (a) Run \( \text{EleDec}_{m,\beta}(x) \) to obtain \( \tilde{u}_1, \ldots, \tilde{u}_p \in \{-1, 0, 1\}^m \).
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A

\[ m \]

\[ n \]

\[ \begin{array}{c|c}
   \hline
   A & x \\
   \hline
\end{array} \]

= \begin{array}{c|c}
   \hline
   A & 0 \\
   \hline
\end{array}

\[ \begin{array}{c|c}
   \hline
   \beta_1 & + \ldots + \beta_p \\
   \hline
\end{array} \]

\[ u_1 \in B_{3m} \]

\[ u_p \in B_{3m} \]

\[ \equiv 0 \pmod{q} \]

Fig. 3.2: The Decomposition-Extension technique for \( R_{\text{ISIS}}^\infty(n, m, q, \beta) \).

(b) For each \( j \in [p] \), let \( u_j \leftarrow \text{EleExt}_m(\tilde{u}_j) \).

(c) Return \( u_1, \ldots, u_p \).

4. MATRIX EXTENSION. On input a matrix \( A \in \mathbb{Z}^{n \times m}_q \), the procedure \( \text{MatrixExt}_{n,m} \) outputs matrix \( A^* \in \mathbb{Z}^{n \times 3m}_q \) by appending \( 2m \) zero-columns to \( A \).

Specifically, if \( x \) is a solution to the \( \text{ISIS}^\infty(n, m, q, \beta) \) instance \( (A, y) \), and if we let

\[ u_1, \ldots, u_p \leftarrow \text{VectorDE}_{m, \beta}(x) \text{ and } A^* \leftarrow \text{MatrixExt}_{n,m}(A), \]

then we will have \( u_j \in B_{3m} \) for all \( j \in [p] \), and \( A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot u_j) = A \cdot x = y \pmod{q} \).

In Figure 3.2 we give an illustration of this Decomposition-Extension technique.

Our proof system \( \text{SternExt} \) is presented in Section 3.3.3.

3.3.3 The \textbf{SternExt} Proof System

Let \( m, q, \beta \) be positive integers, and \( p = \lfloor \log \beta \rfloor + 1 \). Let \( \text{COM} \) be a statistically hiding and computationally binding string commitment scheme. In this work, we will use the KTX commitment scheme from [85] (see also Section 2.3.2). For simplicity,
in the interactive protocol, we will not explicitly write the randomness $\rho$ of COM.

The common input of the protocol is a pair $(A \in \mathbb{Z}_q^{n \times m}, y \in \mathbb{Z}_q^n)$ such that $y$ belongs to the image of $A$. The prover’s auxiliary input is vector $x$, such that $((A, y), x) \in R_{\text{ISIS}}^\infty(n, m, q, \beta)$. Prior to the interaction, both prover and verifier form the extended matrix $A^* \leftarrow \text{MatrixExt}_{n, m}(A)$. In addition, the prover computes $u_1, \ldots, u_p \leftarrow \text{VectorDE}_{m, \beta}(x)$. In the protocol, the prover’s goal is to convince the verifier in $\mathsf{ZK}$ that it knows $u_1, \ldots, u_p \in B_{3m}$ such that $A^* \cdot (\sum_{j=1}^p \beta_j \cdot u_j) = y \mod q$.

The prover and the verifier interact as follows:

1. **Commitment.** Prover $P$ picks $p$ vectors $r_1, \ldots, r_p \leftarrow \mathbb{Z}_q^{3m}$, $p$ permutations $\pi_1, \ldots, \pi_p \leftarrow S_{3m}$, and sends the commitment $\text{CMT} := (c_1, c_2, c_3)$, where

   \[
   \begin{align*}
   c_1 &= \text{COM}(\pi_1, \ldots, \pi_p, A^* \cdot (\sum_{j=1}^p \beta_j \cdot r_j) \mod q) \\
   c_2 &= \text{COM}(\pi_1(r_1), \ldots, \pi_p(r_p)) \\
   c_3 &= \text{COM}(\pi_1(u_1 + r_1), \ldots, \pi_p(u_p + r_p))
   \end{align*}
   \]

2. **Challenge.** Receiving CMT, verifier sends a challenge $Ch \leftarrow \{1, 2, 3\}$ to $P$.

3. **Response.** Prover replies as follows:

   - If $Ch = 1$, then reveal $c_2$ and $c_3$. For each $j$, let $v_j = \pi_j(u_j)$, and $w_j = \pi_j(r_j)$.
     Send $\text{RSP} := (v_1, \ldots, v_p, w_1, \ldots, w_p)$.
   - If $Ch = 2$, then reveal $c_1$ and $c_3$. For each $j$, let $\phi_j = \pi_j$, and $z_j = u_j + r_j$.
     Send $\text{RSP} := (\phi_1, \ldots, \phi_p, z_1, \ldots, z_p)$.
   - If $Ch = 3$, then reveal $c_1$ and $c_2$. For each $j$, let $\psi_j = \pi_j$, and $s_j = r_j$.
     Send $\text{RSP} := (\psi_1, \ldots, \psi_p, s_1, \ldots, s_p)$.

**Verification.** Receiving the response $\text{RSP}$, verifier $V$ proceeds as follows:
• If $Ch = 1$: Check that $v_j \in B_{3m}$ for all $j \in [p]$, and

$$\begin{cases} 
  c_2 = \text{COM}(w_1, \ldots, w_p) \\
  c_3 = \text{COM}(v_1 + w_1, \ldots, v_p + w_p).
\end{cases}$$

• If $Ch = 2$: Check that

$$\begin{cases} 
  c_1 = \text{COM}(\phi_1, \ldots, \phi_p, A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot z_j) - y \mod q) \\
  c_3 = \text{COM}(\phi_1(z_1), \ldots, \phi_p(z_p)).
\end{cases}$$

• If $Ch = 3$: Check that

$$\begin{cases} 
  c_1 = \text{COM}(\psi_1, \ldots, \psi_p, A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot s_j) \mod q) \\
  c_2 = \text{COM}(\psi_1(s_1), \ldots, \psi_p(s_p)).
\end{cases}$$

In each case, verifier $V$ outputs the decision $d = 1$ (Accept) if and only if all the conditions hold. Otherwise, it outputs $d = 0$ (Reject).

**Completeness.** We observe that if prover $P$ has a valid witness $x$ for the relation $R_{\text{ISIS}^\infty}(n, m, q, \beta)$ and follows the protocol, then it always gets accepted by $V$. Therefore, the proof system has perfect completeness.

**Communication cost.** The size of the commitment scheme from [85] is $\tilde{O}(n \log q)$. If $Ch = 1$, then the size of RSP is $3pm + 3pm \log q$. If $Ch = 2$ or $Ch = 3$, then RSP consists of $p$ vectors in $\mathbb{Z}_q^{3m}$ and $p$ permutations. We note that in practice, instead of sending the permutations and vectors, one would send the random seed of the Pseudorandom Number Generator (PRNG) used to generate these data, and thus significantly reduce the communication cost. Overall, the total communication cost
of the protocol is \( \log \beta \cdot O(n \log q) \).

### 3.3.4 Statistical Zero-Knowledge

We now prove that the \textbf{SternExt} proof system in Section 3.3.3 is statistically zero-knowledge, by exhibiting a transcript simulator.

**Theorem 3.3.2.** If \textbf{COM} is a statistically hiding string commitment scheme, then the proof system \textbf{SternExt} is statistically zero-knowledge.

**Proof.** Adapting the techniques of [137] and [85], we construct a simulator \( S \) which has black-box access to a (possibly cheating) verifier \( \hat{V} \), such that on input the public parameters \( A \) (and implicitly its extension \( A^* \)) and \( y \), outputs with probability \( 2/3 \) a successful transcript (i.e., an accepted interaction). Moreover, the view of \( \hat{V} \) in the simulation is statistically close to that in the real interaction. The simulator \( S \) begins by selecting a random \( Ch \in \{1, 2, 3\} \) (a prediction of the challenge value that \( \hat{V} \) will \textit{not} choose), and a random tape \( r' \) of \( \hat{V} \). We note that in all the cases we consider below, by the assumption on the commitment scheme \textbf{COM}, the distributions of \( c'_1, c'_2, c'_3 \) are statistically close to the distributions of the commitments in the real interaction, and thus, the distributions of the challenge \( Ch \) from \( \hat{V} \) is also statistically close to that in the real interaction.

**Case** \( C \hat{h} = 1 \): The simulator \( S \) computes \( x' \in \mathbb{Z}_q^m \) such that \( A \cdot x' = y \mod q \) using linear algebra. It picks \( p - 1 \) random vectors \( \tilde{u}'_1, \ldots, \tilde{u}'_{p-1} \leftarrow \mathbb{Z}_q^m \) and sets:

\[
\tilde{u}'_p := x' - \sum_{j=1}^{p-1} \beta_j \cdot \tilde{u}'_j \mod q.
\]

In other words, we have \( x' = \sum_{j=1}^{p} \beta_j \cdot \tilde{u}'_j \mod q \). Now for each \( j \), the simulator extends \( \tilde{u}'_j \) to \( u'_j \in \mathbb{Z}_q^{3m} \) by appending \( 2m \) random coordinates. It then picks \( p \)
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vectors \(\mathbf{r}_1', \ldots, \mathbf{r}_p' \leftarrow Z^{3m}_q\); \(p\) permutations \(\pi_1', \ldots, \pi_p' \leftarrow S_{3m}\); and uniformly random strings \(\rho_1', \rho_2', \rho_3'\). It sends the commitment \((\mathbf{c}_1', \mathbf{c}_2', \mathbf{c}_3')\) to \(\hat{V}\), where:

\[
\begin{aligned}
\mathbf{c}_1' &= \text{COM}(\pi_1', \ldots, \pi_p', \mathbf{A}^* \cdot (\sum_{j=1}^{p} \beta_j \cdot \mathbf{r}_j') \mod q; \rho_1') \\
\mathbf{c}_2' &= \text{COM}(\pi_1'(\mathbf{r}_1'), \ldots, \pi_p'(\mathbf{r}_p'); \rho_2') \\
\mathbf{c}_3' &= \text{COM}(\pi_1'(u_1' + \mathbf{r}_1'), \ldots, \pi_p'(u_p' + \mathbf{r}_p'); \rho_3')
\end{aligned}
\]

Receiving a challenge \(Ch\) from \(\hat{V}\), simulator \(S\) provides a transcript as follows:

- If \(Ch = 1\): Output \(\bot\) and halt.
- If \(Ch = 2\): Output

\[
(r', (\mathbf{c}_1', \mathbf{c}_2', \mathbf{c}_3'), 2, (\pi_1', \ldots, \pi_p', u_1' + \mathbf{r}_1', \ldots, u_p' + \mathbf{r}_p'); \rho_1', \rho_2', \rho_3').
\]

- If \(Ch = 3\): Output \((r', (\mathbf{c}_1', \mathbf{c}_2', \mathbf{c}_3'), 3, (\pi_1', \ldots, \pi_p', r_1', \ldots, r_p'); \rho_1', \rho_2', \rho_3').

**Case \(\overline{Ch} = 2\):** The simulator \(S\) picks vectors \(\mathbf{r}_1', \ldots, \mathbf{r}_p' \leftarrow Z^{3m}_q\); \(u_1', \ldots, u_p' \leftarrow B_{3m}\); permutations \(\pi_1', \ldots, \pi_p' \leftarrow S_{3m}\); and uniformly random strings \(\rho_1', \rho_2', \rho_3'\). It sends the commitment \((\mathbf{c}_1', \mathbf{c}_2', \mathbf{c}_3')\) to \(\hat{V}\), where:

\[
\begin{aligned}
\mathbf{c}_1' &= \text{COM}(\pi_1', \ldots, \pi_p', \mathbf{A}^* \cdot (\sum_{j=1}^{p} \beta_j \cdot \mathbf{r}_j') \mod q; \rho_1') \\
\mathbf{c}_2' &= \text{COM}(\pi_1'(\mathbf{r}_1'), \ldots, \pi_p'(\mathbf{r}_p'); \rho_2') \\
\mathbf{c}_3' &= \text{COM}(\pi_1'(u_1' + \mathbf{r}_1'), \ldots, \pi_p'(u_p' + \mathbf{r}_p'); \rho_3')
\end{aligned}
\]

Receiving a challenge \(Ch\) from \(\hat{V}\), simulator \(S\) computes the following transcript:
• If $Ch = 1$: Output
\[
\left(r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p)); \rho'_2, \rho'_3\right).
\]

• If $Ch = 2$: Output $\perp$ and halt.

• If $Ch = 3$: Output $(r', (c'_1, c'_2, c'_3), 3, (\pi'_1, \ldots, \pi'_p, r'_1, \ldots, r'_p); \rho'_1, \rho'_2)$.

**Case $\overline{Ch} = 3$:** The simulator picks the uniformly random vectors, permutations, and strings exactly as in the case $\overline{Ch} = 2$ above, but sends the following:

\[
\begin{align*}
\mathbf{c}'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, A \cdot (\sum_{j=1}^{p} \beta_j \cdot (u'_j + r'_j)) - y \mod q; \rho'_1) \\
\mathbf{c}'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p); \rho'_2) \\
\mathbf{c}'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p); \rho'_3)
\end{align*}
\]

Receiving a challenge $Ch$ from $\hat{V}$, simulator $S$ computes a transcript as follows:

• If $Ch = 1$: Output
\[
\left(r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p)); \rho'_2, \rho'_3\right).
\]

• If $Ch = 2$: Output
\[
\left(r', (c'_1, c'_2, c'_3), 2, (\pi'_1, \ldots, \pi'_p, u'_1 + r'_1, \ldots, u'_p + r'_p); \rho'_1, \rho'_3\right).
\]

• If $Ch = 3$: Output $\perp$ and halt.

We observe that the probability that the simulator outputs $\perp$ is negligibly close to $1/3$. Moreover, one can check that whenever $S$ does not halt, it will provide a
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The fact that anyone can run the simulator to convince the verifier with probability $2/3$ implies that the SternExt proof system has soundness error at least $2/3$. In the following, we prove that it is indeed a proof of knowledge for the relation $R_{\text{ISIS}^\infty}(m, q, \beta)$ with knowledge error $\kappa = 2/3$.

Theorem 3.3.3. Assume that COM is a computationally binding string commitment scheme. Then there exists a knowledge extractor $K$ such that the following holds. If $K$ has access to a cheating prover who convinces the verifier on input $(A, y)$ with probability $2/3 + \epsilon$ for some $\epsilon > 0$ and in time $T$, then with overwhelming probability and in time $T \cdot \text{poly}(n, m, \log q, 1/\epsilon)$, $K$ outputs an $x'$ such that $((A, y); x') \in R_{\text{ISIS}^\infty}(m, q, \beta)$.

As a corollary, SternExt is sound for uniformly random $(A, y)$ under the assumption that the ISIS$^\infty(n, m, q, \beta)$ problem is hard.

Proof. We apply the technique of [139] which relies on trees to model the probability space corresponding to the protocol execution. Suppose a cheating prover $\hat{P}$ can convince the verifier with probability $2/3 + \epsilon$. Then by rewinding $\hat{P}$ a number of times polynomial in $1/\epsilon$, the knowledge extractor $K$ can find with overwhelming probability a node with 3 sons in the tree associated with the protocol between $\hat{P}$ and the verifier. This node corresponds to the reception of all 3 values of the challenge. In other words, $\hat{P}$ is able to answer correctly to all challenges for the
same commitment. Therefore, $\mathcal{K}$ can get the following relations:

$$
\text{COM}(\phi_1, \ldots, \phi_p, A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot z_j) - y) = \text{COM}(\psi_1, \ldots, \psi_p, A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot s_j))
$$

$$
\text{COM}(w_1, \ldots, w_p) = \text{COM}(\psi_1(s_1), \ldots, \psi_p(s_p))
$$

$$
\text{COM}(\phi_1(z_1), \ldots, \phi_p(z_p)) = \text{COM}(v_1 + w_1, \ldots, v_p + w_p),
$$

and $v_j \in B_{3m}$ for all $j \in [p]$. Since COM is computationally binding, it follows that:

$$
A^* \left( \sum_{j=1}^{p} \beta_j \cdot (z_j - s_j) \right) = y \mod q,
$$

and for all $j$, we have $\phi_j = \psi_j; w_j = \psi_j(s_j); v_j + w_j = \phi_j(z_j); v_j \in B_{3m}$. This implies that $\phi_j(z_j - s_j) = v_j \in B_{3m}$. Let $v'_j := z_j - s_j = \phi_j^{-1}(v_j)$, then we obtain that $A^* \cdot (\sum_{j=1}^{p} \beta_j \cdot v'_j) = y \mod q$ and $v'_j \in B_{3m}$. Then for each $v'_j$, we drop the last $2m$ coordinates to obtain $\tilde{v}'_j \in \{-1, 0, 1\}^m$. Now we have $A \cdot (\sum_{j=1}^{p} \beta_j \cdot \tilde{v}'_j) = y \mod q$. Let $x' = \sum_{j=1}^{p} \beta_j \cdot \tilde{v}'_j$. Then $A \cdot x' = y \mod q$, and

$$
\|x'\|_{\infty} \leq \sum_{j=1}^{p} |\beta_j| \cdot \|\tilde{v}'_j\|_{\infty} \leq \sum_{j=1}^{p} \beta_j = \beta.
$$

The knowledge extractor outputs $x'$, satisfying $((A, y), x') \in R_{\text{ISIS}}(n, m, q, \beta)$. This concludes the proof. □

The **SternExt** proof system will serve as the fundamental object in the rest of this thesis. In Section 3.4, we will adapt **SternExt** to obtain a proof system for the SIS$^\infty$ problem. In Chapter 4, we will rely on it to construct proofs of plaintext knowledge for four LWE-based encryption schemes. In Chapter 5, **SternExt** will be used as the building block in our constructions of two lattice-based identity-based
identification schemes. In Chapter 6 we will extend it to handle a more elaborate relation, resulting in an improved lattice-based group signature scheme.

3.4 Improved Proof System for the SIS\(^\infty\) Problem

In this section, we will construct a proof system for the homogeneous SIS\(^\infty\)(n, m, q, \(\beta\)) problem, which is associated with the following relation:

\[ R_{\text{SIS}\infty}(n, m, q, \beta) = \left\{ (A, x) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}^m : (0 < \|x\|_\infty \leq \beta) \land (A \cdot x = 0 \mod q) \right\}. \]

We are interested in proof systems for the SIS\(^\infty\) problem for both theoretical and practical reasons. On the theoretical side, we want to know if SIS\(^\infty\) admits an efficient statistical ZK proof with strong security guarantee. On the practical side, a ZKPoK for \(R_{\text{SIS}\infty}(n, m, q, \beta)\) will yield a secure identification schemes from SIS\(^\infty\).

We note that if \((A, x) \in R_{\text{SIS}\infty}(n, m, q, \beta)\) then \(x\) is a short non-zero vector in the lattice \(\Lambda(A)\). To prove the knowledge of such a vector \(x\) in zero-knowledge, one can apply the Micciancio-Vadhan proof system for GapSVP\(_\gamma\)\[115\], which admits an extraction gap \(g = \tilde{O}(\sqrt{n})\), as in the case with GapCVP\(_\gamma\). Nevertheless, up to the best of our knowledge, this is the only known efficient proof system for the relation \(R_{\text{SIS}\infty}(n, m, q, \beta)\). Indeed, the Lyubashevsky’s proof system in Section 3.2.2 and the SternExt proof system in Section 3.3 do not work straightforwardly for SIS\(^\infty\). The main technical issue is that: on one hand, a valid SIS solution must be non-zero; on the other hand a cheating prover using \(x = 0\) can easily pass the verifications in these protocols.

We now show how to modify SternExt to obtain a proof system for the relation \(R_{\text{SIS}\infty}(n, m, q, \beta)\), which has the following properties:
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- The knowledge extractor is able to produce \(x' \in \mathbb{Z}^m\) such that \(0 < \|x'\|_{\infty} \leq 2^\beta - 1\). In other words, the extraction gap is a small constant \(g < 2\).

- The communication cost is \(\log \beta \cdot \tilde{O}(n \log q)\). As mentioned earlier, in most of cryptographic applications, we have \(q = \text{poly}(n)\), and \(\beta < q\), and thus, the asymptotic cost is \(\tilde{O}(n)\).

Our modifications are as follows. Let \(p = \lfloor \log \beta \rfloor + 1\) as in SternExt. However, instead of using the sequence \(\beta_1, \ldots, \beta_p\) defined in Section 3.3.2, we redefine it as the sequence of powers of 2, namely: \(\beta_1 = 2^{p-1}, \beta_2 = 2^{p-2}, \ldots, \beta_p = 2^0 = 1\).

**Example 3.4.1.** Let \(\beta = 115\), then we have \(p = \lfloor \log (115) \rfloor + 1 = 7\). Recall that for SternExt, the sequence is:

\[
\beta_1 = 58, \beta_2 = 29, \beta_3 = 14, \beta_4 = 7, \beta_5 = 4, \beta_6 = 2, \beta_7 = 1.
\]

Now, we redefine it as:

\[
\beta_1 = 64, \beta_2 = 32, \beta_3 = 16, \beta_4 = 8, \beta_5 = 4, \beta_6 = 2, \beta_7 = 1.
\]

It is obvious that every integer in the interval \([0, \beta]\) can be efficiently express as a subset sum of \(\beta_1, \ldots, \beta_p\) (where the corresponding coefficients are exactly the bits in its binary representation). Hence, the Decomposition-Extension technique in Section 3.3.2 should work well with the new sequence.

Now, let \(x \in \mathbb{Z}^m\) be such that \(\|x\|_{\infty} \leq \beta\), and let \(\tilde{u}_1, \ldots, \tilde{u}_p \leftarrow \text{EleDec}_{m, \beta}(x)\), namely we have \(x = \sum_{j=1}^{p} 2^{p-j} \cdot \tilde{u}_j\). We then observe that \(x = 0\) is equivalent to \(\forall j : \tilde{u}_j = 0\). Hence, to prevent the prover from cheating with \(x = 0\), we constrain it to prove in zero-knowledge that at least one of its \(\tilde{u}_j\)'s is non-zero.
Next, observe that if \( x = (x_1, \ldots, x_m) \) is a valid witness for \( \text{R}_{\text{SIS}}^\infty(n, m, q, \beta) \), and if \( 2^\ell \) is the highest power of 2 dividing \( \gcd(x_1, \ldots, x_m) \), then \( x^* = (x_1/2^\ell, \ldots, x_m/2^\ell) \) is also a valid witness for \( \text{R}_{\text{SIS}}^\infty(n, m, q, \beta) \). Suppose that \( \tilde{u}_1^*, \ldots, \tilde{u}_p^* \leftarrow \text{EleDec}_{m, \beta}(x^*) \).

We then note that vector \( \tilde{u}_p^* \), whose coordinates are the least significant bits of \( x_1/2^\ell, \ldots, x_m/2^\ell \), must be non-zero. To prove the knowledge of such a vector \( \tilde{u}_p^* \) in \( \text{ZK} \), the prover can use the extension technique of \text{SternExt}, but in dimension \( 3m-1 \) instead of dimension \( 3m \). More precisely, the prover appends \( 2m - 1 \) coordinates to \( \tilde{u}_p^* \) to get a vector \( u_p^* \) that has exactly \( m \) coordinates equal to 1; \( m \) coordinates equal to \(-1\); and \( m - 1 \) coordinates equal to 0. Seeing a permutation of \( u_p^* \) that has these constraints, the verifier will be convinced that the original vector \( \tilde{u}_p^* \) must have at least one coordinate equal to 1 or \(-1\), and thus it must be non-zero!

In summary, the modified \text{SternExt} proof system for \( \text{R}_{\text{SIS}}^\infty(n, m, q, \beta) \) works as follows: The common input is a matrix \( A \in \mathbb{Z}_q^{n \times m} \). The auxiliary input of the prover is \( x \), such that \( (A, x) \in \text{R}_{\text{SIS}}^\infty(n, m, q, \beta) \). Prior to the interaction, both parties append \( 2m - 1 \) and \( 2m \) zero-columns to matrix \( A \) to get matrix \( A_{3m-1} \), and matrix \( A_{3m} \), respectively. In addition, the prover performs the following steps:

1. Shifting: Map \( x \) to \( x^* \), as described above.

2. Decomposition: Let \( \tilde{u}_1^*, \ldots, \tilde{u}_p^* \leftarrow \text{EleDec}_{m, \beta}(x^*) \). Namely, \( x^* = \sum_{j=1}^p 2^{p-j} \cdot \tilde{u}_j^* \).

3. Extensions: Append \( (2m - 1) \) coordinates to \( \tilde{u}_p^* \) as described above to get \( u_p^* \), and perform the usual extension to dimension \( 3m \) for the other vectors: For \( j \in [p-1] \), let \( u_j^* \leftarrow \text{EleExt}_{m}(\tilde{u}_j^*) \).

We now have

\[
A \cdot x = 0 \mod q \iff A_{3m} \cdot \left( \sum_{j=1}^{p-1} 2^{p-j} \cdot u_j^* \right) + A_{3m-1} \cdot u_p^* = 0 \mod q.
\]
Therefore, we can now apply the **SternExt** proof system with a small tweak: The constraints of $u_p^*$ are verified using a random permutation of $3m - 1$ elements. This leads to a ZK proof system for the $SIS^\infty(n, m, q, \beta)$ problem.

The constructions of the simulator and the knowledge extractor follow the same principles as for the **SternExt** proof system. The main difference here is that: The knowledge extractor is only able to produce $\tilde{v'}_1, \ldots, \tilde{v'}_p \in \{-1, 0, 1\}^m$ such that

$$\tilde{v'}_p \neq 0 \quad \text{and} \quad A \cdot \left(\sum_{j=1}^{p} 2^{p-j} \cdot \tilde{v'}_j\right) = 0 \mod q.$$ 

If we let $x' = \sum_{j=1}^{p} 2^{p-j} \cdot \tilde{v'}_j$, then $x' \neq 0$ (because $\tilde{v'}_p \neq 0$); $A \cdot x' = 0 \mod q$; and

$$\|x'\|_\infty \leq \sum_{j=1}^{p} 2^{p-j} \cdot \|\tilde{v'}_j\|_\infty \leq \sum_{j=1}^{p} 2^{p-j} = 2^p - 1 = 2^{\lfloor \log \beta \rfloor + 1} - 1 \leq 2\beta - 1.$$ 

We conclude this section by a theorem that summarizes the above discussions.

**Theorem 3.4.2.** There is a statistical ZK proof system for $R_{SIS^\infty}(n, m, q, \beta)$ with perfect completeness, knowledge error $2/3$, communication cost $\log \beta \cdot \tilde{O}(n \log q)$, and extraction gap $g < 2$. 

4. PROOFS OF PLAINTEXT KNOWLEDGE FOR LWE-BASED ENCRYPTION SCHEMES

4.1 Introduction

In this chapter, we are interested in zero-knowledge proofs of plaintext knowledge for LWE-based encryption schemes. Given an encryption scheme with public key $pk$, a proof of plaintext knowledge (PoPK) allows a sender (or prover) to convince the receiver (or verifier) that it knows the plaintext $M$ of some ciphertext $c = \text{Enc}(pk, M)$. The witness used in the protocol consists of the plaintext and the encryption randomness used to generate $c$. A PoPK should ensure that the verifier or an eavesdropper cannot learn any additional information about $M$. In other words, the proof system is required to be zero-knowledge.

Proofs of plaintext knowledge are useful in constructing interactive encryption protocols that are secure under chosen ciphertext attacks. Interactive encryption protocols are used when both the sender and the receiver are online. Starting with a CPA-secure encryption scheme which has a ZKPoPK, the sender of a ciphertext $c$ additionally participates in a PoPK with the receiver. The result is a CCA1-secure interactive encryption protocol [59, 65].

The problem of designing PoPK for lattice-based encryption schemes has received considerable attention in the last few years. Goldwasser and Kharchenko [72] adapted the Micciancio-Vadhan protocol [115] to construct a ZKPoPK for a variant
of the Ajtai-Dwork cryptosystem [8]. Xagawa and Tanaka [140] employed the Stern-KTX proof system to obtain ZKPoPK for NTRU [79]. These proof systems are efficient and direct, in the sense that they do not rely on general results about zero-knowledge.

Regarding the current mainstream of lattice-based encryption schemes, the existing ZKPoPK for LWE-based schemes (127 62 122 61,..) are somewhat unsatisfactory. First, all known such proof systems (24 25 15 51) only target Regev’s LWE-based encryption scheme 127. Furthermore, they are all derived from secure Multi-Party Computation (MPC) protocols, via the IKOS transformation from MPC to ZK. As a consequence, these proof systems are relatively inefficient (with communication cost $\tilde{O}(n^2)$) and rely on the assumption that $\text{SIVP}_\gamma$ is hard for super-polynomial approximation factors (i.e., $\gamma = n^{\omega(1)}$). Thus, constructing efficient ZKPoPK with strong security guarantee for LWE-based encryption schemes remains an open question.

In this work, we introduced efficient statistical ZKPoPK for a variety of LWE-based encryption schemes. Moreover, the security of our proof systems relies directly on the security of the underlying encryption schemes. We achieved these nice features by adapting and generalizing the techniques used in the SternExt proof system in Chapter 3. Specifically, in Section 4.2 we present an improved ZKPoPK for Regev’s scheme 127 with communication cost $\tilde{O}(n)$, whose security relies on the worst-case hardness of $\text{SIVP}_{\tilde{O}(n)}$. Next, in Section 4.3 we introduce a ZKPoPK for the Dual-Regev encryption scheme 62. Finally, in Section 4.4 we construct ZKPoPK for two generalized LWE-based encryption schemes: the one introduced by Peikert, Vaikuntanathan, and Waters 122 and the one proposed by Gentry, Halevi, and Vaikuntanathan 61, which are the generalization of Regev’s scheme and the Dual-Regev scheme, respectively. As mentioned above, our constructions immedi-
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4.2 Proof System for Regev’s Encryption Scheme

We recall that in Regev’s LWE-based encryption scheme (see Scheme 2.3.13), given the public key \((A, b) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^m\), the ciphertext is a pair \((u, c) \in \mathbb{Z}_q^n \times \mathbb{Z}_q^q\), such that there exist encryption randomness \(r \in \{0, 1\}^m\), and plaintext \(M \in \{0, 1\}\) satisfying \(u = A \cdot r \mod q\) and \(c = b^T \cdot r + M \cdot \lfloor q/2 \rfloor \mod q\). Therefore, to prove the plaintext knowledge, one has to prove the possession of \(r\) and \(M\), such that all the above conditions hold. More formally, a proof of plaintext knowledge (PoPK) for Regev encryption scheme is a PoK for the relation \(R_{\text{Regev}}\) defined as follows.

Definition 4.2.1.

\[
R_{\text{Regev}}(n, m, q) = \left\{ ((A, b), (u, c), r, M) \in (\mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^m) \times (\mathbb{Z}_q^n \times \mathbb{Z}_q^q) \times \{0, 1\}^{m+1} : \\
(u = A \cdot r \mod q) \land (c = b^T \cdot r + M \cdot \lfloor q/2 \rfloor \mod q) \right\}.
\]

While all the existing PoPK for Regev’s LWE-based encryption scheme are obtained via the IKOS transformation from MPC to ZK, our approach here is more direct: we observe that a zero-knowledge PoPK for \(R_{\text{Regev}}\) can be obtained from a ZKPoK for \(R_{\text{ISIS}}\). In particular, we form the following matrix:

\[
A' = \begin{bmatrix}
\vdots \\
0 \\
\vdots \\
0 \\
\end{bmatrix} \in \mathbb{Z}_q^{(n+1) \times (m+1)},
\]

\[
A' = \begin{bmatrix}
A \\
\vdots \\
0 \\
\end{bmatrix} \in \mathbb{Z}_q^{(n+1) \times (m+1)},
\]

\[
b^T \\
\lfloor q/2 \rfloor
\]

\[
\begin{bmatrix}
0 \\
\vdots \\
0 \\
\end{bmatrix}
\]
and let $y = (u|e) \in \mathbb{Z}_q^{n+1}$. Let $x = (r|M) \in \{0,1\}^{m+1}$ be any witness of the relation $R_{\text{Regev}}$, then we observe that $A' \cdot x = y \mod q$. Therefore, vector $x$ is a solution to the $\text{ISIS}_\infty(n+1,m+1,q,1)$ instance $(A',y)$. In other words, we have shown that the relation $R_{\text{Regev}}$ can be embedded into the relation $R_{\text{ISIS}_\infty}(n+1,m+1,q)$. As shown in Section 3.3.1, by using a basic extension technique, one can construct an efficient ZKPoK for this relation (we do not need the decomposition technique here, since the infinity norm of the witness is exactly 1).

If a cheating prover succeeds in proving the knowledge of a plaintext $x = (r|M)$, then we use the knowledge extractor to output a vector $x' = (r'|M') \in \{0,1\}^{m+1}$. In particular, we obtain $r' \in \{0,1\}^m$ such that $A \cdot r' = u \mod q$. Since $A$ is chosen uniformly at random in $\mathbb{Z}_q^{n \times m}$, and the distribution of $u$ is statistically close to uniform over $\mathbb{Z}_q^n$ (see [128, Section 5]), vector $r'$ is a solution to the uniformly random $\text{ISIS}_\infty(n,m,q,1)$ instance $(A,u)$. This implies, via the worst-case to average-case reduction (see Theorem 2.2.14), that the security of our ZKPoPK for Regev’s LWE-based encryption scheme can be based on the assumed hardness of $\text{SIVP}_\tilde{O}(n)$ (in the $\ell_2$ norm). We summarize this result in the theorem below.

**Theorem 4.2.2.** There is a statistical ZKPoPK for Regev encryption scheme relying on the worst-case hardness of the $\text{SIVP}_\tilde{O}(n)$ problem, where each round of the protocol has perfect completeness, knowledge error $2/3$, and communication cost $\tilde{O}(n \log q)$.
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4.3 Proof System for Dual-Regev Encryption Scheme

We recall that in Dual-Regev encryption scheme (see Definition 2.3.15), given the public key \((A, u) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n\), the ciphertext is a pair \((b, c) \in \mathbb{Z}_q^m \times \mathbb{Z}_q^q\), such that:

\[
\exists s \in \mathbb{Z}_q^n; (e, z) \in \mathbb{Z}_q^m \times \mathbb{Z}_q; M \in \{0, 1\} : ||e||_\infty \leq \beta, |z| \leq \beta \quad \text{and} \quad b = A^T \cdot s + e \mod q; \quad c = u^T \cdot s + z + M \cdot \lfloor q/2 \rfloor \mod q.
\]

Therefore, to prove the plaintext knowledge, one has to prove the possession of the objects \(s, e, z\) and \(M\), such that all the above conditions hold. Observe that, if we let:

\[
y = (b||c) \in \mathbb{Z}_q^{m+1}; \quad x = (e, z) \in \mathbb{Z}_q^{m+1}; \quad \overline{A} = [A|u] \in \mathbb{Z}_q^{n \times (m+1)},
\]

then we have: \(\overline{A}^T \cdot s + x + (0, \ldots, 0, [q/2])^T \cdot M = y \mod q\), where \((0, \ldots, 0, [q/2])^T\) is the column vector in dimension \(m + 1\), that has all entries 0 except for the last one being \([q/2]\). To construct a ZKPoK for this relation, we first perform several preparation steps.

We first observe that the vector-scalar product \((0, \ldots, 0, [q/2])^T \cdot M\) can be transformed into a matrix-vector product. We consider \(M\) as the 1-dimensional vector \((M)\), and extend it to a 2-dimensional vector \((M, 1 - M) \in \{0, 1\}^2\), so that it always has Hamming weight 1 for any \(M \in \{0, 1\}\). We then extend vector \((0, \ldots, 0, [q/2])^T\) to matrix \(G \in \{0, [q/2]\}^{(m+1) \times 2}\) by appending 1 zero-column to it. Next, for \(b \in \{0, 1\}\), let \(\delta_b\) denote the 2-dimensional vector \((b, 1 - b)\), then we have \(\{\delta_0, \delta_1\} = B_2^{m+1}\). Now, for any \(M \in \{0, 1\}\), we have:

\[
(0, \ldots, 0, [q/2])^T \cdot M = G \cdot \delta_M.
\]

\(^1\) We recall that for \(m \geq 1\), \(B_{2m}\) denotes the set of all vectors \(x \in \{0, 1\}^{2m}\) such that \(\text{wt}(x) = m\) (see Section 2.1).
Fig. 4.1: Plaintext relation in Dual-Regev encryption scheme.

Our idea is to give vector $\delta_M$ the constraints that can be efficiently verified in zero-knowledge: in the protocol, we let the prover pick a uniformly random permutation $\tau$ of 2 elements, then send $\delta = \tau(\delta_M)$, and let the verifier check whether $\tau(\delta) \in B_2$.

It follows from the above discussion that a proof of plaintext knowledge for the Dual-Regev encryption scheme can be expressed as a PoK for the relation $R_{\text{Dual}}$ defined below. In Figure 4.1 we give an illustration of this relation.

Definition 4.3.1.

$$R_{\text{Dual}}(n, m, q, \beta) = \left\{ ((\overline{A}, y), s, x, \delta) \in \mathbb{Z}_q^n \times \mathbb{Z}_q^{m+1} \times \mathbb{Z}_q^n \times \mathbb{Z}_q^{m+1} \times B_2 : \right.$$

$$(\|x\|_\infty \leq \beta) \land (\overline{A}^T \cdot s + x + G \cdot \delta = y \mod q)\right\}$$

Next, we also express vector $x$ as a matrix-vector product: $x = I_{m+1} \cdot x$, where $I_{m+1}$ is the identity matrix of order $m + 1$.

As in the SternExt proof system, when applying the Decomposition-Extension technique, in order to make the dimensions compatible, we append $2(m + 1)$ zero-columns to $I_{m+1}$ to get matrix $I' \in \{0, 1\}^{(m+1) \times 3(m+1)}$.

---

The idea of expressing $x$ as $I_{m+1} \cdot x$ is quite natural, but helpful. This idea was first suggested by Xiang Xie (Email: xiexiangiscas@gmail.com), in a personal communication, and in a related context.
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Given the above preparation steps, we now can construct a ZKPoK for the relation $\text{R}_{\text{Dual}}(n, m, q, \beta)$ in the same fashion as for the SternExt proof system. Our protocol is as follows.

**The interactive protocol.** Let $p = \lceil \log \beta \rceil + 1$, and let $\beta_1, \ldots, \beta_p$ as defined in the SternExt proof system. Let $\text{COM}$ be the string commitment scheme from [85]. The common input is $(A, y)$ (and implicitly $G$ and $I^*$, as defined above). The prover’s auxiliary input is the tuple $(s, x, \delta)$. Prior to the interaction, the prover performs the Decomposition-Extension technique: Let $u_1, \ldots, u_p \leftarrow \text{VectorDE}_{m+1, \beta}(x)$. In the protocol, it convinces the verifier that it knows $s \in \mathbb{Z}_{n^q}$, $u_1, \ldots, u_p \in \mathbb{B}_{3(m+1)}$, and $\delta \in \mathbb{B}_2$ such that:

$$\overline{A}^T \cdot s + \Gamma^* \cdot \sum_{j=1}^{p} \beta_j \cdot u_j + G \cdot \delta = y \mod q.$$

The prover $P$ and the verifier $V$ interact as follows:

1. **Commitment.** $P$ samples vectors $g \leftarrow \mathbb{Z}_q^n$, $r_1, \ldots, r_p \leftarrow \mathbb{Z}_{3(m+1)}^q$, $d \leftarrow \mathbb{Z}_q^2$; permutations $\pi_1, \ldots, \pi_p \leftarrow \mathcal{S}_{3(m+1)}$, $\tau \leftarrow \mathcal{S}_2$, and sends the commitment $\text{CMT} := (c_1, c_2, c_3)$, where

\[
\begin{aligned}
    c_1 &= \text{COM}(\pi_1, \ldots, \pi_p, \tau, \overline{A}^T \cdot g + \Gamma^* \cdot (\sum_{j=1}^{p} \beta_j \cdot r_j) + G \cdot d \mod q) \\
    c_2 &= \text{COM}(\pi_1(r_1), \ldots, \pi_p(r_p), \tau(d)) \\
    c_3 &= \text{COM}(\pi_1(u_1 + r_1), \ldots, \pi_p(u_p + r_p), \tau(\delta + d))
\end{aligned}
\]

2. **Challenge.** Receiving CMT, $V$ sends a challenge $Ch \leftarrow \{1, 2, 3\}$ to $P$.

3. **Response.** $P$ replies as follows:

- If $Ch = 1$, then reveal $c_2$ and $c_3$. Let $d_1 = \tau(d)$ and $\delta^{(1)} = \tau(\delta)$. For each $j$,
4. Proofs of Plaintext Knowledge for LWE-based Encryption Schemes

let \( v_j = \pi_j(u_j) \) and \( w_j = \pi_j(r_j) \).

Send \( \text{RSP} := (v_1, \ldots, v_p, w_1, \ldots, w_p, d_1, \delta^{(1)}) \).

- If \( Ch = 2 \), then reveal \( c_1 \) and \( c_3 \). Let \( \tau_2 = \tau \), and \( d_2 = \delta + d \), \( g_2 = s + g \). For each \( j \), let \( \phi_j = \pi_j \), and \( z_j = u_j + r_j \).

Send \( \text{RSP} := (\phi_1, \ldots, \phi_p, \tau_2, z_1, \ldots, z_p, g_2, d_2) \).

- If \( Ch = 3 \), then reveal \( c_1 \) and \( c_2 \). Let \( \tau_3 = \tau \), \( g_3 = g \), and \( d_3 = d \). For each \( j \), let \( \psi_j = \pi_j \), and \( s_j = r_j \).

Send \( \text{RSP} := (\psi_1, \ldots, \psi_p, \tau_3, s_1, \ldots, s_p, g_3, d_3) \).

**Verification.** Receiving the response \( \text{RSP} \), verifier \( V \) proceeds as follows:

- If \( Ch = 1 \): Check that \( \delta^{(1)} \in B_2 \), and \( v_j \in B_{3(m+1)} \) for all \( j \in [p] \), and

\[
\begin{align*}
  c_2 &= \text{COM}(w_1, \ldots, w_p, d_1) \\
  c_3 &= \text{COM}(v_1 + w_1, \ldots, v_p + w_p, \delta^{(1)} + d_1).
\end{align*}
\]

- If \( Ch = 2 \): Check that

\[
\begin{align*}
  c_1 &= \text{COM}(\phi_1, \ldots, \phi_p, \tau_2, \mathbf{A}^T \cdot g_2 + \mathbf{I}^* \cdot (\sum_{j=1}^p \beta_j \cdot z_j) + G \cdot d_2 - y \mod q) \\
  c_3 &= \text{COM}(\phi_1(z_1), \ldots, \phi_p(z_p), \tau_2(d_2)).
\end{align*}
\]

- If \( Ch = 3 \): Check that

\[
\begin{align*}
  c_1 &= \text{COM}(\psi_1, \ldots, \psi_p, \tau_3, \mathbf{A}^T \cdot g_3 + \mathbf{I}^* (\sum_{j=1}^p \beta_j \cdot s_j) + G \cdot d_3 \mod q) \\
  c_2 &= \text{COM}(\psi_1(s_1), \ldots, \psi_p(s_p), \tau_3(d_3)).
\end{align*}
\]

In each case, verifier \( V \) outputs the decision \( d = 1 \) (Accept) if and only if all the conditions hold. Otherwise, he outputs \( d = 0 \) (Reject).
We first summarize the properties of the above proof system in the following theorem.

**Theorem 4.3.2.** The given proof system is a statistical ZKPoPK for the Dual-Regev encryption scheme, where each round of the protocol has perfect completeness, knowledge error $2/3$, and communication cost $\log \beta \cdot \tilde{O}(n \log q)$.

**Completeness.** We observe that if prover $P$ has a valid witness $(s, e, \delta)$ for the relation $R_{\text{Dual}}(n, m, q, \beta)$ and follows the protocol, then he always gets accepted by $V$. Therefore, the proof system has perfect completeness.

**Communication cost.** The communication cost of the present proof system is slightly larger than that of the SternExt proof system, with the introduction of new objects. The overall cost is $\log \beta \cdot \tilde{O}(n \log q)$, where the hidden constants is slightly bigger than that of SternExt.

Using the same techniques as for the SternExt proof system, we will show that the given proof system is a statistical ZKPoK for the relation $R_{\text{Dual}}(n, m, q, \beta)$.

**Statistical Zero-knowledge.** We will prove that the given proof system is statistically zero-knowledge by exhibiting a transcript simulator.

**Lemma 4.3.3.** If COM is a statistically hiding string commitment scheme, then the proof system for $R_{\text{Dual}}(n, m, q, \beta)$ is statistically zero-knowledge. In particular, there exists an efficient simulator $S$, which has black-box access to a (possibly cheating) verifier $\tilde{V}$, such that on input $(\mathbf{A}, y)$ (and implicitly, $G$ and $\mathbf{I}^\ast$), outputs with probability $2/3$ a successful transcript, the distribution of which is statistically close to that in the real interaction.

**Proof.** We adapt the simulation technique for the SternExt proof system to construct a simulator satisfying the condition of the lemma. The simulator $S$ begins by
selecting a random $\mathcal{C}_h \in \{1, 2, 3\}$ (a prediction of the challenge value that $\hat{V}$ will not choose), and a random tape $r'$ of $\hat{V}$.

**Case $\mathcal{C}_h = 1$:**

Using linear algebra, $\mathcal{S}$ computes $s' \in \mathbb{Z}_q^n$, $u'_1, \ldots, u'_p \in \mathbb{Z}_q^{3(m+1)}$, $\delta' \in \mathbb{Z}_q^2$ such that:

$$\overline{A}^T \cdot s' + \Gamma \cdot \left( \sum_{j=1}^p \beta_j \cdot u'_j \right) + G \cdot \delta' = y \mod q.$$ 

This can be done efficiently by picking random $s', \delta, u'_2, \ldots, u'_p$, then computing

$$\tilde{u}'_1 = y - \overline{A}^T \cdot s' - \Gamma \sum_{j=2}^p \beta_j \cdot u'_j - G \cdot \delta' \in \mathbb{Z}_q^{m+1},$$

and appending $2(m+1)$ random coordinates to $\tilde{u}'_1$ to get $u'_1$.

The simulator then picks vectors $g' \overset{\$}{\leftarrow} \mathbb{Z}_q^n$, $r'_1, \ldots, r'_p \overset{\$}{\leftarrow} \mathbb{Z}_q^{3(m+1)}$, $d' \in \mathbb{Z}_q^2$; permutations $\pi'_1, \ldots, \pi'_p \overset{\$}{\leftarrow} S_{3(m+1)}$, $\tau' \in S_2$; and uniformly random strings $\rho'_1, \rho'_2, \rho'_3$. It sends the commitment $(c'_1, c'_2, c'_3)$ to $\hat{V}$, where:

$$
\begin{align*}
  c'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, \tau', \overline{A}^T \cdot g' + \Gamma \cdot \left( \sum_{j=1}^p \beta_j \cdot r'_j \right) + G \cdot d' \mod q; \rho'_1) \\
  c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(d'); \rho'_2) \\
  c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(\delta' + d'); \rho'_3)
\end{align*}
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $\mathcal{S}$ provides a transcript as follows:

- If $Ch = 1$: Output $\bot$ and halt.
- If $Ch = 2$: Output

$$\left( r', (c'_1, c'_2, c'_3), 2, (\pi'_1, \ldots, \pi'_p, \tau', u'_1 + r'_1, \ldots, u'_p + r'_p, s' + g', \delta' + d'); \rho'_1, \rho'_3 \right).$$
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- If $Ch = 3$: Output $\left( r', (c'_1, c'_2, c'_3), 3, (\pi'_1, \ldots, \pi'_p, \tau', r'_1, \ldots, r'_p, g', d'); \rho'_1, \rho'_2 \right)$. 

**Case $\overline{Ch} = 2$:** The simulator picks vectors $g' \leftarrow Z_q^n$, $r'_1, \ldots, r'_p \leftarrow Z_q^{3(m+1)}$, $d' \leftarrow Z_q^2$; $u'_1, \ldots, u'_p \leftarrow B_{3(m+1)}$, $\delta' \leftarrow B_2$; permutations $\pi'_1, \ldots, \pi'_p \leftarrow S_{3(m+1)}$, $\tau' \leftarrow S_2$; and uniformly random strings $\rho'_1, \rho'_2, \rho'_3$. It sends the commitment $(c'_1, c'_2, c'_3)$ to $\hat{V}$, where:

$$
\left\{
\begin{align*}
    c'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, \tau', \overline{A}^T \cdot g' + \mathbf{I} \cdot (\sum_{j=1}^{p} \beta_j \cdot r'_j) + \mathbf{G} \cdot d' \mod q; \rho'_1) \\
    c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(d') \mod q; \rho'_2) \\
    c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(\delta' + d') \mod q; \rho'_3)
\end{align*}
\right.
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $S$ computes the following transcript:

- If $Ch = 1$: Output

$$
\left( r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(d'), \tau'(\delta')) \mod q; \rho'_2, \rho'_3 \right).
$$

- If $Ch = 2$: Output $\bot$ and halt.

- If $Ch = 3$: Output $\left( r', (c'_1, c'_2, c'_3), 3, (\pi'_1, \ldots, \pi'_p, \tau', r'_1, \ldots, r'_p, g', d'); \rho'_1, \rho'_2 \right)$. 

**Case $\overline{Ch} = 3$:** The simulator picks the uniformly random vectors, permutations, and strings as in the case $\overline{Ch} = 2$ above, and additionally, $s' \leftarrow Z_q^n$. It then sends the commitment $(c'_1, c'_2, c'_3)$ to $\hat{V}$, where:

$$
\left\{
\begin{align*}
    c'_1 &= \text{COM}(\{\pi'_1\}_{j=1}^p, \tau', \overline{A}^T \cdot (s' + g') + \mathbf{I} \cdot \sum_{j=1}^p \beta_j \cdot (u'_j + r'_j) - y \mod q; \rho'_1) \\
    c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(d') \mod q; \rho'_2) \\
    c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(\delta' + d') \mod q; \rho'_3)
\end{align*}
\right.
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $S$ computes a transcript as follows:
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• If $Ch = 1$: Output
\[
\left( r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(d'), \tau'(\delta')); \rho'_2, \rho'_3 \right).
\]

• If $Ch = 2$: Output
\[
\left( r', (c'_1, c'_2, c'_3), 2, (\pi'_1, \ldots, \pi'_p, \tau', u'_1 + r'_1, \ldots, u'_p + r'_p, s' + g', \delta' + d'); \rho'_1, \rho'_3 \right).
\]

• If $Ch = 3$: Output $\bot$ and halt.

We observe that, in every case we have considered above, since COM is statistically hiding, the distribution of the commitment from $S$ and the challenge from $\hat{V}$ are statistically close to those in the real interaction. Hence, the probability that the simulator outputs $\bot$ is negligibly close to $1/3$. Moreover, one can check that whenever $S$ does not halt, it will provide a successful transcript, and the distribution of the transcript is statistically close to that of the prover in the real interaction. Hence, we have constructed a simulator that can successfully impersonate the honest prover with probability $2/3$, and completed the proof. \hfill \square

Proof of knowledge. The following lemma states that the proof system presented in this section is a proof of knowledge for the relation $R_{\text{Dual}}(n, m, q, \beta)$ with knowledge error $2/3$.

**Lemma 4.3.4.** Assume that COM is a computationally binding string commitment scheme. Then there exists a knowledge extractor $K$ such that the following holds. If $K$ has access to a cheating prover who convinces the verifier on input $(\overline{X}, y)$ (and implicitly, $G$ and $I^*$) with probability $2/3 + \epsilon$ for some $\epsilon > 0$ and in time $T$, then with overwhelming probability and in time $T \cdot \text{poly}(n, m, \log q, 1/\epsilon)$, $K$ outputs $(s', x', \delta')$.
such that $((\mathbf{A}, y), s', x', \delta') \in R_{\text{Dual}}(n, m, q, \beta)$.

As a corollary, our proof system is sound if the Search-LWE problem is hard. Indeed, the tuple $(s', x', \delta')$ produced by the knowledge extractor in Lemma 4.3.4 can be used to recover the LWE secret of the given instance $(\mathbf{A}, \mathbf{b})$: If we let $\mathbf{e}' \in \mathbb{Z}_q^n$ be the vector obtained by dropping the last coordinate from $x'$, then we have $\|\mathbf{e}'\|_\infty \leq \beta$, and $\mathbf{A}^T \cdot s' + \mathbf{e}' = \mathbf{b} \mod q$.

**Proof.** The proof uses the same argument as in the proof of Theorem 3.3.3. Namely, it can be shown that, in time $T \cdot \text{poly}(n, m, \log q, 1/\epsilon)$, the knowledge extractor $K$ can obtain with overwhelming probability 3 valid responses which correspond to all 3 challenges for the same commitment. Therefore, $K$ can get the following relations:

$$\text{COM}(\phi_1, \ldots, \phi_p, \tau_2, \mathbf{A}^T \cdot \mathbf{g}_2 + \mathbf{I}^* (\sum_{j=1}^{p} \beta_j \cdot \mathbf{z}_j) + \mathbf{G} \cdot \mathbf{d}_2 - y \mod q)$$

$$\text{COM}(\psi_1, \ldots, \psi_p, \tau_3, \mathbf{A}^T \cdot \mathbf{g}_3 + \mathbf{I}^* (\sum_{j=1}^{p} \beta_j \cdot \mathbf{s}_j) + \mathbf{G} \cdot \mathbf{d}_3 \mod q)$$

$$\text{COM}(\mathbf{w}_1, \ldots, \mathbf{w}_p, \mathbf{d}_1) = \text{COM}(\psi_1(s_1), \ldots, \psi_p(s_p), \tau_3(d_3))$$

$$\text{COM}(\phi_1(z_1), \ldots, \phi_p(z_p), \tau_2(d_2)) = \text{COM}(\mathbf{v}_1 + \mathbf{w}_1, \ldots, \mathbf{v}_p + \mathbf{w}_p, \delta^{(1)} + \mathbf{d}_1),$$

and $\delta^{(1)} \in \mathbb{B}_2$; $\mathbf{v}_j \in \mathbb{B}_{3(m+1)}$ for all $j \in [p]$. Since COM is computationally binding, it follows that:

$$\mathbf{A}^T \cdot (\mathbf{g}_2 - \mathbf{g}_3) + \mathbf{I}^* (\sum_{j=1}^{p} \beta_j \cdot (\mathbf{z}_j - \mathbf{s}_j)) + \mathbf{G} \cdot (\mathbf{d}_2 - \mathbf{d}_3) = y \mod q;$$

$$\tau_2 = \tau_3; \quad \mathbf{d}_1 = \tau_3(d_3); \quad \delta^{(1)} + \mathbf{d}_1 = \tau_2(d_2); \quad \delta^{(1)} \in \mathbb{B}_2;$$

$$\forall j \in [p]: \phi_j = \psi_j; \quad \mathbf{w}_j = \psi_j(s_j); \quad \mathbf{v}_j + \mathbf{w}_j = \phi_j(z_j); \quad \mathbf{v}_j \in \mathbb{B}_{3(m+1)}.$$

Now, let $\mathbf{s}' = \mathbf{g}_2 - \mathbf{g}_3 \in \mathbb{Z}_q^m$; $\delta' = \mathbf{d}_2 - \mathbf{d}_3 = \tau_2^{-1}(\delta^{(1)})$; and for each $j \in [p],
let $v'_j = z_j - s_j = \phi_j^{-1}(v_j)$, then we obtain that

$$\delta' \in B_2; \forall j \in [p]: v'_j \in B_{\beta(m+1)};$$

$$\mathbf{A}^T \cdot s' + \mathbf{G} \cdot \delta' = y \mod q.$$
4.4.1 The Peikert-Vaikuntanathan-Waters Encryption Scheme

Peikert, Vaikuntanathan and Waters [122] introduced an amortized technique that leads to a generalized variant of Regev’s LWE-based encryption with ciphertext blowup factor $O(1)$. Below we will refer to this scheme as the PVW encryption scheme. Let us remind some facts on this scheme.

- **Parameters**: Security parameter $n$, an odd prime $q = \text{poly}(n)$, integers $m = O(n \log q)$, $\ell = \text{poly}(n) \geq 1$, and $k$ such that $1 \leq k \ll q$.
- **The plaintext space** is $[0, k]^\ell$.
- **The public key** is the pair $(A \leftarrow \mathbb{Z}_q^{n \times m}, P \in \mathbb{Z}_q^{\ell \times m})$.
- **To encrypt** $v \in [0, k]^\ell$, pick a vector $e \leftarrow \{0, 1\}^m$, and output the ciphertext $(u \in \mathbb{Z}_q^n, c \in \mathbb{Z}_q^\ell)$, where

$$
  u = A \cdot e \mod q \quad \text{and} \quad c = P \cdot e + \left\lfloor \frac{q}{k}\right\rfloor \cdot v \mod q.
$$

Let $n, m, q, \ell, k$ be the parameters of the scheme. We define the plaintext relation for the PVW encryption scheme as follows.

**Definition 4.4.1.**

$$
R_{PVW} = \left\{ ((A, P), (u, c), e, v) \in \mathbb{Z}_q^n \times \mathbb{Z}_q^{\ell \times m} \times \mathbb{Z}_q^n \times \mathbb{Z}_q^\ell \times \{0, 1\}^m \times [0, k]^\ell : 
  u = A \cdot e \mod q \land c = P \cdot e + \left\lfloor \frac{q}{k}\right\rfloor \cdot v \mod q \right\}.
$$

We first investigate how to express $R_{PVW}$ in a “more compact” form. We construct the following matrices and vectors:

- **Matrix** $G = \begin{bmatrix} A & P \end{bmatrix} \in \mathbb{Z}_q^{(n+\ell)\times m}$. 
A P

G

H

y

Fig. 4.2: Plaintext relation in the PVW encryption scheme.

- Matrix $H = \left[ \frac{0^{n\times \ell}}{\frac{q}{k} \cdot I_{\ell}} \right] \in \{0, \frac{q}{k}\}^{(n+\ell)\times \ell}$, where $0^{n\times \ell}$ denotes the zero-matrix with $n$ rows and $\ell$ columns, and $I_{\ell}$ denotes the identity matrix of order $\ell$.

- Vector $y = (u\parallel c) \in \mathbb{Z}_{n+\ell}^q$.

We now observe that, the relation $R_{PVW}$ can be expressed as:

$$R_{PVW} = \left\{ ((G, y), e, v) \in \mathbb{Z}_q^{(n+\ell)\times m} \times \mathbb{Z}_q^{n+\ell} \times \{0, 1\}^{m \times \ell} \times \{0, k\}^\ell : G \cdot e + H \cdot v = y \mod q \right\}.$$

We illustrate this observation in Figure 4.2. To prove in ZK the possession of a witness $(e, v)$ for the relation $R_{PVW}$, we use the following Decomposition-Extension technique:

1. Append $m$ coordinates to vector $e$ to obtain a vector $e^* \in \{0, 1\}^{2m}$, such that $\text{wt}(e^*) = m$. In other words, $e^* \in B_{2m}$.

To make the dimensions compatible, append $m$ zero-columns to matrix $G$ to obtain matrix $G^* \in \mathbb{Z}_q^{(n+\ell)\times 2m}$.

2. Let $p = \lceil \log k \rceil + 1$, and define the sequence of integers $k_1, \ldots, k_p$ as in
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**SternExt** proof system, namely:

\[ k_1 = \lceil k/2 \rceil, \quad k_2 = \lceil (k - k_1)/2 \rceil, \quad k_3 = \lceil (k - k_1 - k_2)/2 \rceil, \ldots, \quad k_p = 1. \]

3. Decompose vector \( v \) to \( p \) vectors \( v_1, \ldots, v_p \in \{0, 1\}^\ell \) with respect to the sequence \( k_1, \ldots, k_p \), namely, we have \( v = \sum_{j=1}^{p} k_j \cdot v_j \). Next, append \( \ell \) coordinates to each of the vectors \( v_1, \ldots, v_p \) to obtain \( v_1^*, \ldots, v_p^* \in B_{2\ell} \).

To make the dimensions compatible, append \( \ell \) zero-columns to matrix \( H \) to obtain matrix \( H^* \in \{0, \lceil \frac{q}{k} \rceil\}^{(n+\ell) \times 2\ell} \).

Given the above Decomposition-Extension technique, in the protocol, the prover convinces the verifier in \( \text{ZK} \) that it knows \( e^* \in B_{2m} \), and \( v_1^*, \ldots, v_p^* \in B_{2\ell} \) satisfying:

\[ G^* \cdot e^* + H^* \cdot (\sum_{j=1}^{p} k_j \cdot v_j^*) = y \mod q. \]

This can be done by adapting the **SternExt** proof system. The protocol follows the same principle as before. We note that in this case the constraints of \( e^* \) are verified using a random permutation of \( 2m \) elements, while the constraints of the \( v_j^* \)'s are verified using random permutations of \( 2\ell \) elements.

In Figure 4.3, we give an illustration of the Decomposition-Extension technique described above.

In summary, we can obtain a statistical ZKPoPK for the PVW encryption scheme, such that each round of the protocol has communication cost \( \tilde{O}(n) + \tilde{O}(\ell) \), and knowledge error 2/3. If a cheating prover succeeds in convincing the verifier, then one can use the knowledge extractor to extract \( e' \in B_{2m} \) and \( v_1', \ldots, v_p' \in B_{2\ell} \).
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\[ A \cdot 0 + \sum_{j=1}^{p} k_j \cdot v_j' = y \mod q. \]

By dropping the last \( m \) coordinates from vector \( e' \), we obtain \( \bar{e} \in \{0,1\}^m \) satisfying \( A \cdot \bar{e} = u \mod q \). Since \( A \) is chosen uniformly at random in \( \mathbb{Z}_q^{n \times m} \) and \( u \) is statistically close to uniform over \( \mathbb{Z}_q^n \) (by the Left-over Hash Lemma, see [128, Section 5]), vector \( \bar{e} \) is a valid solution to the ISIS\( _{\infty}(n,m,q,1) \) instance \( (A,u) \). In other words, the soundness of the proof system can be based on the average-case hardness of the ISIS\( _{\infty}(n,m,q,1) \) problem, and on the worst-case hardness of SIVP\( _{2^{-\tilde{O}(n)}} \) (via the reduction of Theorem 2.2.14).

4.4.2 The Gentry-Halevi-Vaikuntanathan Encryption Scheme

Gentry, Halevi and Vaikuntanathan [61] constructed an LWE-based homomorphic encryption scheme that supports polynomially many additions and one multiplication of ciphertexts. Below we will refer to this scheme as the GHV encryption scheme. Let us remind some facts on the GHV encryption scheme which is essentially a generalized variant of the Dual-Regev encryption scheme.
4. Proofs of Plaintext Knowledge for LWE-based Encryption Schemes

- Parameters: Security parameter $n$, an odd prime $q = \text{poly}(n)$, integers $m = \mathcal{O}(n \log q)$, and $\beta \geq \sqrt{n} \cdot \omega(\log n)$. Also let $\chi$ be a $\beta$-bounded distribution.
- The plaintext space is $\{0, 1\}^{m \times m}$.
- The public key is a matrix $A$ statistically close to uniform over $\mathbb{Z}_{n \times m}^q$.
- To encrypt $B \in \{0, 1\}^{m \times m}$, pick $S \leftarrow \mathbb{Z}_{n \times m}^q$, sample $X \leftarrow \chi^{m \times m}$, and output the ciphertext $C \in \mathbb{Z}_{m \times m}^q$, where

$$C = A^T \cdot S + 2 \cdot X + B \mod q.$$ 

Let $n, m, q, \beta$ be the parameters of the scheme. We define the plaintext relation for the GHV encryption scheme as follows.

**Definition 4.4.2.**

$$R_{GHV} = \left\{ ((A, C), S, X, B) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^{m \times m} \times \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_{m \times m} \times \{0, 1\}^{m \times m} : \right.$$

$$\left. (\|X\|_{\infty} \leq \beta) \land (A^T \cdot S + 2 \cdot X + B = C \mod q) \right\},$$

where $\|X\|_{\infty}$ denotes the elementwise infinity norm of matrix $X \in \mathbb{Z}_{m \times m}$, defined as $\|X\|_{\infty} = \max_{i,j \in [m]} \{|X_{i,j}|\}$.

We observe that $R_{GHV}$ can be considered as the conjunction of $m$ “Dual-Regev-type” relations. Therefore, to obtain a ZKPoK for $R_{GHV}$, we can follow the same approach as for the ZKPoK for $R_{Dual}$ in Section 4.3. Specifically, we use the following Decomposition-Extension technique:

1. Let $p = \lfloor \log \beta \rfloor + 1$ and define the sequence $\beta_1, \ldots, \beta_p$ as in the **SternExt** proof system.
2. Decompose matrix $X$ into $p$ matrices $\tilde{X}_1, \ldots, \tilde{X}_p \in \{-1, 0, 1\}^{m \times m}$ with respect to the sequence $\beta_1, \ldots, \beta_p$, namely, we have $X = \sum_{j=1}^{p} \beta_j \cdot \tilde{X}_j$.

3. For each $j \in [p]$, append $2m$ rows to matrix $\tilde{X}_j$ to obtain matrix $X_j^* \in \mathbb{Z}^{3m \times m}$ such that all $m$ columns of $X_j^*$ are elements of the set $B_{3m}$.

4. To make the dimensions compatible, we construct the matrix $G = [2 \cdot I_m \mid 0^{m \times 2m}] \in \{0, 2\}^{m \times 3m}$, where $I_m$ denotes the identity matrix of order $m$, and $0^{m \times 2m}$ denotes the zero-matrix with $m$ rows and $2m$ columns.

5. Append $m$ rows to matrix $B$ to obtain matrix $B^* \in \{0, 1\}^{2m \times m}$ such that all $m$ columns of $B^*$ are elements of the set $B_{2m}$.

6. To make the dimensions compatible, we construct the matrix $H = [I_m \mid 0^{m \times m}] \in \{0, 1\}^{m \times 2m}$, obtained by appending $m$ zero-columns to $I_m$.

Given the above Decomposition-Extension technique, to prove in ZK the possession of a valid witness for the relation $R_{GHV}$, the prover convinces the verifier in ZK that it knows matrix $S \in \mathbb{Z}^{n \times m}_q$ and matrices $X_1^*, \ldots, X_p^*$ and $B^*$ such that:

1. For each $j \in [p]$, all $m$ columns of $X_j^*$ are elements of $B_{3m}$. For convenience, we denote this event by $X_j^* \in (B_{3m})^m$.

2. All $m$ columns of $B^*$ are elements of $B_{2m}$. For convenience, we denote this event by $B^* \in (B_{2m})^m$.

3. The following equation holds true:

$$A^T \cdot S + G \cdot \left(\sum_{j=1}^{p} \beta_j \cdot X_j^*\right) + H \cdot B^* = C \mod q.$$ 

In Figure 4.4 we give an illustration of our Decomposition-Extension technique.
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A

\[ \begin{pmatrix} m \\ n \\ m \end{pmatrix} \begin{bmatrix} A^T & S \end{bmatrix} + \begin{pmatrix} m \\ 2m \end{pmatrix} \begin{bmatrix} 2I_m & 0 \end{bmatrix} G + \beta_1 \cdot X_1 + \ldots + \beta_p \cdot X_p = \begin{pmatrix} m \\ 2m \end{pmatrix} \begin{bmatrix} I_m & 0 \end{bmatrix} B = \begin{pmatrix} m \end{pmatrix} \begin{bmatrix} C \end{bmatrix} \begin{bmatrix} g \end{bmatrix} \]

\[ X_1^* \in (B_{3m})^m \quad X_p^* \in (B_{3m})^m \quad B^* \in (B_{2m})^m \]

Fig. 4.4: The Decomposition-Extension technique for R_{GHV}.

We now describe the interactive protocol. For \( k \in \{2m, 3m\} \), we denote by \([S_k]^{3m}\) the set of all permutations \( \Pi \) such that when applying to \( D = [d_1 \ldots d_m] \in \mathbb{Z}^{k \times m} \), it returns

\[ \Pi(D) = [\pi_1(d_1) \ldots \pi_m(d_m)], \]

where \( \pi_1, \ldots, \pi_m \) are certain permutations of \( k \) elements.

The common input of the protocol is \((A, C)\). In addition, both parties agree on matrices \( G, H \) defined above. The prover’s auxiliary input is a valid witness \((S, X, B)\) of the relation \( R_{GHV} \). Prior to the interaction, the prover applies the above Decomposition-Extension technique to obtain \( X_1^*, \ldots, X_p^* \) and \( B^* \). Let \( \text{COM} \) be a statistically hiding and computationally binding string commitment scheme.

The protocol is as follows:

**Commitment:** Prover picks uniformly random matrices \( W \xleftarrow{\$} \mathbb{Z}_{q}^{3m \times m}; R_1, \ldots, R_p \xleftarrow{\$} \mathbb{Z}_{q}^{2m \times m}; Y \xleftarrow{\$} \mathbb{Z}_{q}^{2m \times m}; \) permutations \( \Pi_1, \ldots, \Pi_p \xleftarrow{\$} [S_{3m}]^m; \Gamma \xleftarrow{\$} [S_{2m}]^m; \) and sends the commitment \( \text{CMT} = (c_1, c_2, c_3), \) where

\[
\begin{aligned}
\begin{cases}
  c_1 = \text{COM}(\{\Pi_j\}_{j=1}^p, \Gamma, A^T \cdot W + G \cdot (\sum_{j=1}^p \beta_j \cdot R_j) + H \cdot Y \mod q) \\
  c_2 = \text{COM}(\Pi_1(R_1), \ldots, \Pi_p(R_p), \Gamma(Y)) \\
  c_3 = \text{COM}(\Pi_1(X_1^* + R_1), \ldots, \Pi_p(X_p^* + R_p), \Gamma(B^* + Y)).
\end{cases}
\end{aligned}
\]
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Challenge: Receiving CMT, the verifier sends $Ch \leftarrow \{1, 2, 3\}$.

Response: Receiving $Ch$, the prover proceeds as follows:

- If $Ch = 1$, then reveal $c_2$ and $c_3$. For each $j \in [p]$, let $U_j = \Pi_j(X_j^*)$ and $V_j = \Pi_j(R_j)$. Let $Z_1 = \Gamma(B^*)$ and $Y_1 = \Gamma(Y)$. Send

  $$RSP = (U_1, \ldots, U_p, V_1, \ldots, V_p, Z_1, Y_1).$$  \hspace{1cm} (4.1)

- If $Ch = 2$, then reveal $c_1$ and $c_3$. For each $j \in [p]$, let $F_j = X_j^* + R_j$. Let $W_2 = S + W$ and $Y_2 = B^* + Y$. Send

  $$RSP = (\Pi_1, \ldots, \Pi_p, \Gamma, F_1, \ldots, F_p, Y_2, W_2).$$  \hspace{1cm} (4.2)

- If $Ch = 3$, then reveal $c_1$ and $c_2$. For each $j \in [p]$, let $E_j = R_j$. Let $W_3 = W$ and $Y_3 = Y$. Send

  $$RSP = (\Pi_1, \ldots, \Pi_p, \Gamma, E_1, \ldots, E_p, Y_3, W_3).$$  \hspace{1cm} (4.3)

Verification: Receiving $RSP$, the verifier proceeds as follows.

- If $Ch = 1$: Parse $RSP$ as in (4.1). Check that $Z_1 \in (B_{2m})^m$; and for all $j \in [p]$: $U_j \in (B_{3m})^m$; and

  $$c_2 = \text{COM}(V_1, \ldots, V_p, Y_1); \quad c_3 = \text{COM}(U_1 + V_1, \ldots, U_p + V_p, Y_1 + Z_1).$$
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• If $Ch = 2$: Parse RSP as in (4.2). Check that

$$
\begin{align*}
&c_1 = \text{COM}(\{\Pi_j\}_{j=1}^p, \Gamma, A^T \cdot W_2 + G \cdot (\sum_{j=1}^p \beta_j \cdot F_j) + H \cdot Y_2 - C \mod q) \\
&c_3 = \text{COM}(\Pi_1(F_1), \ldots, \Pi_p(F_p), \Gamma(Y_2)).
\end{align*}
$$

• If $Ch = 3$: Parse RSP as in (4.3). Check that

$$
\begin{align*}
&c_1 = \text{COM}(\{\Pi_j\}_{j=1}^p, \Gamma, A^T \cdot W_3 + G \cdot (\sum_{j=1}^p \beta_j \cdot E_j) + H \cdot Y_3 \mod q) \\
&c_2 = \text{COM}(\Pi_1(E_1), \ldots, \Pi_p(E_p), \Gamma(Y_3)).
\end{align*}
$$

In each case, the verifier outputs 1 if and only if all the conditions hold. Otherwise, it outputs 0.

It can be checked that the above protocol has perfect completeness. For parameters $q = \text{poly}(n)$, $m = \mathcal{O}(n \log q)$, and $\beta = \tilde{O}(\sqrt{n})$, the protocol has asymptotic communication cost $\tilde{O}(n^2)$.

Furthermore, following the same approach as in the proof system for the relation $R_{\text{Dual}}$ (see Section 4.3), one can prove that the above protocol is statistically zero-knowledge (if COM is statistically hiding), and a proof of knowledge (if COM is computationally binding) for the relation $R_{\text{GHV}}$. The soundess of the proof system relies directly on the security of the GHV encryption scheme. We skip the details here, as they are very similar to those in Section 4.3.
5. LATTICE-BASED ID-BASED IDENTIFICATION SCHEMES

5.1 Introduction

Identification is a process through which one party ascertains the identity of another person or entity. Informally, an identification scheme is an interactive protocol that allows a prover holding a secret key to identify itself to a verifier holding the corresponding public key. Such schemes can find many applications in practice, most notably in access control systems, where the access privilege is determined by the user’s identity. Fiat and Shamir [58] demonstrated that zero-knowledge proofs could lead to efficient identification schemes, paving the road for numerous subsequent works ([55, 76, 133, 137,...]). In the scope of lattice-based cryptography, many identifications schemes have been proposed in the last decade ([115, 85, 94, 43,...]).

As discussed above, identification schemes allow a person to prove that “he is himself” in order to get access to a system that he is supposed to have legitimate access right. However, in various real-life scenarios, some person may want to get access to certain system while preserving his anonymity. In such situations, the person may need a scheme that enables him to anonymously prove that “he belongs to a set of people having legitimate access rights”. A cryptographic primitive that supports this appealing feature was introduced by Dodis et al. [54] under the name “Ad-hoc anonymous identification”. We, however, will refer to this primitive as “ring identification” to emphasize the relation to its non-interactive counterpart, known as
ring signature. A ring identification scheme allows a user to form a ring of users in an ad-hoc fashion, and then anonymously prove its membership in that ring. Such schemes may find applications in anonymous access control systems in the multi-user setting, and have received noticeable attention from the community ([116, 85, 103, 26, ...]) since their introduction.

In traditional public-key cryptography, the public keys must be certified, stored and managed by the Public-Key Infrastructure. In 1984, Shamir [134] introduced identity-based (ID-based) cryptography, which significantly reduces the cost of public keys management: In this paradigm, the public key of a user is a publicly known string representing its identity, e.g., an email address or a physical IP address.

In this chapter, our main interests are ID-based identification and ID-based ring identification schemes from lattice assumptions. Prior to our work, two lattice-based ID-based identification schemes have been published:

1. The scheme of Stehlé et al.’s [136], which is based on the hardness of $\text{SIVP}_2^{\tilde{O}(n^2)}$ in general lattices.

2. The scheme of Rückert [130], which is based on the assumed hardness of $\text{SVP}^{\tilde{O}(n^{3.5})}$ in ideal lattices.

In Section 5.2, we propose an ID-based identification scheme based on the hardness of $\text{SIVP}_2^{\tilde{O}(n^{1.5})}$ (in general lattices). Thus, our scheme relies on weaker hardness assumption than the previous constructions.

Moreover, in Section 5.3 we introduce an ID-based ring identification scheme based on the hardness of $\text{SIVP}_2^{\tilde{O}(n^{1.5})}$. Up to the best of our knowledge, this is the first instantiation of ID-based ring identification from lattice assumptions.
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5.2 Identity-based Identification

We first recall the definition and security notions of ID-based identification schemes in Section 5.2.1, then we present our construction in Section 5.2.2.

5.2.1 Definition and Security Notions

The formal definition and security notions of ID-based identification schemes were independently given by Bellare et al. [20] and Kurosawa and Heng [87] in 2004.

Definition 5.2.1 (IBI, [20, 87]). An identity-based identification (IBI) scheme is a tuple of four probabilistic polynomial-time algorithms \((\text{MKg}, \text{UKg}, P, V)\):

- The master-key generation algorithm \(\text{MKg}(1^n)\): On input \(1^n\), where \(n\) is the security parameter, output a master public and master secret key pair \((\text{mpk}, \text{msk})\).

- The user-key generation algorithm \(\text{UKg}(\text{msk}, \text{id})\): On input \(\text{msk}\) and a user identity \(\text{id} \in \{0, 1\}^*\), output a secret key \(\text{sk}_{\text{id}}\) for this user.

- \((P, V)\) is an interactive protocol. The prover \(P\) takes \((\text{mpk}, \text{id}, \text{sk}_{\text{id}})\) as input, the verifier \(V\) takes \((\text{mpk}, \text{id})\) as input. At the end of the protocol, \(V\) outputs the decision 1 (accept) or 0 (reject).

In the random oracle model, algorithms \(\text{UKg}, P, V\) are given oracle access to a function \(H\) whose range may depend on \(\text{mpk}\).

Completeness: The completeness requirement for an IBI scheme is as follows: For any \(n \in \mathbb{N}\), any \(\text{mpk}\) generated by \(\text{MKg}(1^n)\), and \(\text{sk}_{\text{id}}\) extracted by \(\text{UKg}(\text{msk}, \text{id})\), the output of \(V\) after interacting with \(P\) is always 1.

Security Notions: There are three security notions of IBI schemes: security against impersonation under passive attacks, active attacks and concurrent attacks.
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The capabilities of the adversary, whose goal is to impersonate a prover of its choice, depend on the attack model. In passive attacks, the adversary can obtain interaction transcripts between the real prover and a verifier. In active or concurrent attacks, the adversary can directly interact with the prover by playing the role of a cheating verifier. The different between an active attack and a concurrent attack is that: In the former case, the adversary can only have one active session at a time, while in the latter case, it can have concurrent (or parallel) active sessions with different clones of the prover.

In each of the mentioned above attack model, the IBI scheme is called secure if any polynomial-time adversary cannot impersonate the real prover with non-negligible probability (over the randomness of all algorithms). It can be seen that the strongest security notion for IBI schemes is security against impersonation under concurrent attacks [20, 87].

5.2.2 Improved Construction from Lattices

A common strategy in constructing IBI schemes consists in combining a signature scheme and a PoK in the following way: The trusted authority generates \((mpk, msk)\) as a verification key - signing key pair of a signature scheme; Whenever a user \(id\) queries for his secret key, the authority returns \(sk_{id}\) as a signature on \(id\); For identification, the user plays the role of the prover, and runs a PoK to prove the possession of \(sk_{id}\). If the signature scheme is strongly secure against existential forgery under chosen message attacks, and the PoK is at least witness indistinguishable, then the resulting IBI scheme is secure against impersonation under concurrent attacks [20]. This strategy is widely used for lattice-based IBI schemes.

- Stehlé et al. [136] combined the GPV signature ([62], see also Scheme 2.3.6), and the Micciancio-Vadhan PoK ([115], see also Scheme 3.2.1) to obtain an IBI
scheme based on the hardness of the $\text{SIVP}_{\tilde{O}(n^2)}$ problem (in general lattices).

- Rückert [130] combined the Bonsai tree signature ([12], see also Scheme 2.3.9) and Lyubashevsky’s PoK ([94], see also Section 3.2.2) for ideal lattices to produce an IBI scheme based on the hardness of $\text{SVP}_{\tilde{O}(n^{3.5})}$ (in ideal lattices).

Following the same approach, the SternExt proof system (see Section 3.3) allows us to achieve better in terms of hardness assumption. Since SternExt is zero-knowledge, it has the witness indistinguishability property. As $\text{WI}$ is preserved under parallel composition [57], we can repeat the protocol $\omega(\log n)$ times in parallel to obtain a $\text{WIPoK}$ with negligible soundness error. Combining with the GPV signature scheme, we obtain a secure IBI scheme in the random oracle model with hardness assumption $\text{SIVP}_{\tilde{O}(n^{1.5})}$.

Our lattice-based IBI scheme $\text{LIBI}$ is defined as follows.

**Scheme 5.2.2 ($\text{LIBI}$).** Let $q = \text{poly}(n)$, $m \geq 2n \log q$, $\sigma = \omega(\sqrt{n \log q \log n})$. Let $\beta = \lceil \sigma \cdot t \rceil$, where $t = t(m) \geq \omega(\sqrt{\log m})$ is some fixed function. Let $H : \{0, 1\}^* \rightarrow \mathbb{Z}_q^n$ be a random oracle.

By Lemma 2.2.10 (item (4)), for parameters $\sigma, \beta$ as above, the discrete Gaussian distribution $D_{\mathbb{Z}, \sigma}$ is a $\beta$-bounded distribution. In the following, we will employ algorithms $\text{GenTrap}$ from Theorem 2.3.3 and $\text{SampleD}$ from Theorem 2.3.4

- **MKg($1^n$):** Let $(A, S) \leftarrow \text{GenTrap}(1^n, 1^m, q)$. Output $\text{mpk} = A$ and $\text{msk} = S$.

- **UKg($\text{msk}, id$):** For $id \in \{0, 1\}^*$, let $x = \text{SampleD}(S, A, H(id), \sigma)$. If $\|x\|_\infty > \beta$ (which happens with negligible probability, since the $D_{\mathbb{Z}, \sigma}$ is a $\beta$-bounded distribution), then restart. Otherwise, output $\text{sk}_{id} = x$.

We note that $\text{sk}_{id}$ is the GPV signature for the message $id$, and is a solution to the $\text{ISIS}^{\infty}(n, m, q, \beta)$ instance $(A, H(id))$. 
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- \( (P, V) \): The common input is the pair \((A, \text{H}(id))\). The auxiliary input of \(P\) is \(sk_{id}\). Then \(P\) and \(V\) play the roles of the prover and the verifier in the \textbf{SternExt} protocol for the \(\text{ISIS}^\infty(n, m, q, \beta)\) problem (see Section 3.3). To make the soundness error negligibly small, the protocol is repeated \(\ell = \omega(\log n)\) times in parallel.

The completeness of the scheme \textbf{LIBI} follows from the perfect completeness of \textbf{SternExt}. Since the GPV signature scheme is strongly secure against existential forgery under adaptive chosen message attacks [62], and the \textbf{SternExt} protocol is a \textbf{WIPoK}, the scheme \textbf{LIBI} is secure against impersonation under concurrent attacks. The scheme relies on the assumed hardness of the \(\text{ISIS}^\infty(n, m, q, \beta)\) problem, where \(\beta = \tilde{O}(\sqrt{n})\). It follows from Theorem 2.2.14 that solving the \(\text{ISIS}^\infty(n, m, q, \beta)\) problem is at least as hard as solving \(\text{SIVP}^2_\gamma\) with \(\gamma = \beta \cdot \tilde{O}(n) = \tilde{O}(n^{1.5})\). We summarize the above discussion in the following theorem.

\textbf{Theorem 5.2.3.} The scheme \textbf{LIBI} is concurrently secure in the random oracle model if \(\text{SIVP}^2_{\tilde{O}(n^{1.5})}\) is hard in the worst-case.

Similarly, combining the \textbf{SternExt} proof system with lattice-based signature schemes that are secure in the standard model (e.g., [42, 29, 111]) we can obtain secure lattice-based \textbf{IBI} schemes in the standard model, with weaker hardness assumption than in the contemporary schemes.

5.3 Identity-based Ring Identification

We first recall the definition and security notions of ID-based ring identification schemes in Section 5.3.1. In Section 5.3.2 we describe the underlying proof system for our lattice-based ID-based ring identification scheme. The main scheme is presented in Section 5.3.3.
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5.3.1 Definition and Security Notions

In [54], Dodis et al. gave formal definition and security notions of ring identification schemes. Subsequently, these concepts were adapted into the identity-based setting by Nguyen [116]. The presentation in this section will follow both [54] and [116].

Definition 5.3.1 (IBRI). An identity-based ring identification (IBRI) scheme is a tuple of six polynomial-time algorithms \((\text{MK}_g, \text{UK}_g, \text{RPK}_g, \text{RSK}_g, P, V)\):

- The master-key generation algorithm \(\text{MK}_g(1^n)\): On input \(1^n\), where \(n\) is the security parameter, output a master public and master secret key pair \((\text{mpk}, \text{msk})\).

- The user-key generation algorithm \(\text{UK}_g(\text{msk}, \text{id})\): On input \(\text{msk}\) and a user identity \(\text{id} \in \{0, 1\}^*\), output a secret key \(\text{sk}_{\text{id}}\) for this user.

- The ring public key generation algorithm \(\text{RPK}_g(\text{mpk}, R)\): On input \(\text{mpk}\) and a ring of identities \(R = (\text{id}_1, \ldots, \text{id}_N)\), output the ring public key \(\text{rpk}\).

- The ring secret key generation algorithm \(\text{RSK}_g(\text{mpk}, R, \text{sk}_{\text{id}})\): On input \(\text{mpk}\), a ring of identities \(R = (\text{id}_1, \ldots, \text{id}_N)\), and the secret key \(\text{sk}_{\text{id}}\) of an identity \(\text{id} \in R\), output a ring secret key \(\text{rsk}\).

- \((P(\text{rpk}, \text{rsk}), V(\text{rpk}))\) is an interactive protocol. A prover \(P\) takes \((\text{rpk}, \text{rsk})\) as input. A verifier \(V\) takes \(\text{rpk}\) as input. At the end of the interaction, \(V\) outputs a decision \(1\) (Accept) or \(0\) (Reject).

Completeness. The completeness requirement for an IBRI scheme is as follows: For any \(n \in \mathbb{N}\), any \((\text{mpk}, \text{msk}) \leftarrow \text{MK}_g(1^n)\), any ring of identities \(R\) containing \(\text{id}\), any ring keys \(\text{rpk} \leftarrow \text{RPK}_g(\text{mpk}, R)\), \(\text{rsk} \leftarrow \text{RSK}_g(\text{mpk}, R, \text{UK}_g(\text{msk}, \text{id}))\), the decision of \(V(\text{rpk})\) after interacting with \(P(\text{rpk}, \text{rsk})\) is always \(1\).
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Security Notions. There are two security notions for an IBRI scheme: security against impersonation and anonymity [51][116].

Security against impersonation: Informally, this security notion requires that: if someone can provide a valid ring identification transcript, then it must belong to the given ring. This requirement is modeled by an experiment $\text{Exp}^{\text{imp}}_{\text{IBRI},A}(n)$ between a challenger $C$ and an adversary $A$. In a chosen ring attack, the adversary $A$ can ask any prover to prove the membership in an arbitrary ring containing the him. Similar to concurrent attacks against IBI schemes, we allow the adversary to concurrently interact with clones of any provers, but prohibit it from interacting with anyone in the target ring.

The experiment is as follows. The challenger $C$ generates $(\text{mpk}, \text{msk}) \leftarrow \text{MKg}(1^n)$, and sends mpk to the adversary. During the experiment, $A$ can adaptively and concurrently make queries to a transcript oracle, which takes as input an identity $id$ and a ring $R = (id_1, \ldots, id_N)$ containing $id$, and returns a valid transcript of the interaction $\langle P(\text{rpk}, \text{rsk}), V(\text{rpk}) \rangle$, where $\text{rpk} \leftarrow \text{RKg}(\text{mpk}, R)$, and $\text{rsk} \leftarrow \text{RSKg}(\text{mpk}, R, \text{UKg}(\text{msk}, id))$. At some point, $A$ returns a target ring of identities $R^* = (id_1^*, \ldots, id_N^*)$ and plays the role of the prover in the interactive protocol $\langle P, V \rangle$, where the common input is $\text{rpk} \leftarrow \text{RKg}(\text{mpk}, R^*)$. The challenger $C$, playing the role of $V(\text{rpk})$, returns 1 if the provided transcript is valid. Otherwise, it returns 0.

Definition 5.3.2. Let $\text{IBRI} = (\text{MKg}, \text{UKg}, \text{RPKg}, \text{RSKg}, P, V)$ be an IBRI scheme. Define the advantage of $A$ in the experiment $\text{Exp}^{\text{imp}}_{\text{IBRI},A}(n)$ as

$$\text{Adv}^{\text{imp}}_{\text{IBRI},A}(n) = \Pr[\text{Exp}^{\text{imp}}_{\text{IBRI},A}(n) = 1].$$

We say that $\text{IBRI}$ is secure against impersonation if for any polynomial-time ad-
versary \( \mathcal{A} \), we have \( \text{Adv}^{\text{imp}}_{\text{IBRI}, \mathcal{A}}(n) = \text{negl}(n) \).

Anonymity against full key exposure: Informally, this security notion requires that: any adversary cannot distinguish two ring identification transcripts provided by two distinct identities in a ring, even if it knows the secret keys of all members in the ring. This requirement is modeled by the following experiment \( \text{Exp}_{\text{IBRI}, \mathcal{A}}^{\text{anon}}(n) \) between a challenger \( C \) and an adversary \( \mathcal{A} \).

The challenger first generates \((\text{mpk}, \text{msk}) \leftarrow \text{MKg}(1^n)\), and sends \( \text{mpk} \) to the adversary. During the experiment, \( \mathcal{A} \) can request the secret key \( \text{sk}_{\text{id}} \) of any identity \( \text{id} \) of his choice. At some point, \( \mathcal{A} \) outputs two valid pairs \((\text{id}_0, \text{sk}_{\text{id}_0}), (\text{id}_1, \text{sk}_{\text{id}_1})\) and a ring \( R \) containing \((\text{id}_0, \text{id}_1)\). The challenger then picks \( b \leftarrow \{0, 1\} \), computes \( \text{rpk} \leftarrow \text{RKg}(\text{mpk}, R) \), and \( \text{rsk} \leftarrow \text{RSKg}(\text{mpk}, R, \text{sk}_{\text{id}_b}) \), and returns a transcript of \((P, V)\) using witness \( \text{rsk} \). At the end of the experiment \( \mathcal{A} \) outputs \( b' \in \{0, 1\} \). The challenger outputs 1 if \( b' = b \); otherwise, it outputs 0.

**Definition 5.3.3.** Let \( \text{IBRI} = (\text{MKg}, \text{UKg}, \text{RPKg}, \text{RSKg}, P, V) \) be an IBRI scheme. Define the advantage of \( \mathcal{A} \) in the experiment \( \text{Exp}_{\text{IBRI}, \mathcal{A}}^{\text{anon}}(n) \) as

\[
\text{Adv}^{\text{imp}}_{\text{IBRI}, \mathcal{A}}(n) = \left| \Pr\left[ \text{Exp}_{\text{IBRI}, \mathcal{A}}^{\text{anon}}(n) = 1 \right] - \frac{1}{2} \right|.
\]

We say that \( \text{IBRI} \) is unconditionally anonymous if for any computationally unbounded adversary \( \mathcal{A} \), we have \( \text{Adv}^{\text{anon}}_{\text{IBRI}, \mathcal{A}}(n) = \text{negl}(n) \).

Several lattice-based ring identification schemes have been proposed \[85, 43, 26\]. However, the identity-based setting was not considered in these works. In the following sections, we will present the first IBRI scheme from lattices, where the underlying protocol is an adaptation of the \textbf{SternExt} proof system to the context of IBRI.
5.3.2 The Underlying Proof System

In this section, we construct a ZKPoK that will be used as the building block in the lattice-based IBRI scheme in Section 5.3.3. Let \( n, N, m, q, \beta \) be positive integers, such that \( \beta = \tilde{O}(\sqrt{n}) \), \( q = \text{poly}(n) > \beta \), and \( m \geq 2n \log q \). We consider the relation:

\[
R_{\text{LIBRI}}(n, m, q, \beta, N) = \left\{ ((A, B), x, e) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^{n \times N} \times \mathbb{Z}^m \times \{0, 1\}^N : \\
\|x\|_\infty \leq \beta \land (\text{wt}(e) = 1) \land (A \cdot x - B \cdot e = 0 \mod q) \right\},
\]

where \( \text{wt}(e) \) denotes the Hamming weight of \( e \).

Intuitively, for uniformly random \((A, B)\), a pair \((x, e)\) is a valid witness of the relation \( R_{\text{LIBRI}}(n, m, q, \beta, N) \) if there exists an index \( i \in [N] \) (that is the index of the unique entry 1 in vector \( e \)), such that \( x \) is a solution to the \( \text{ISIS}^\infty(n, m, q, \beta) \) instance \((A, y_i)\), where \( y_i \) is the \( i \)-th column of \( B \).

First, we note that one can possibly transform the \( \text{ISIS} \) instances \((A, y_i)\)'s into \( \text{GapCVP} \) instances (as explained in Section 3.2.1), then express \( R_{\text{LIBRI}}(n, m, q, \beta, N) \) as the disjunction of \( N \) instances of \( \text{GapCVP} \). At this point, one can combine the Micciancio-Vadhan proof system [115] for \( \text{GapCVP} \) together with the generic technique of Cramer et al. [49] to obtain a proof system for \( R_{\text{LIBRI}}(n, m, q, \beta, N) \). However, the resulting proof system is relatively inefficient (with communication cost \( \tilde{O}(n^2) \cdot N \)), and it inherits an extraction gap \( g \geq \tilde{O}(\sqrt{n}) \) from the Micciancio-Vadhan protocol.

In the following, we will present a more direct and efficient ZKPoK for the relation \( R_{\text{LIBRI}}(n, m, q, \beta, N) \), based on the \textbf{SternExt} proof system in Section 3.3. As for \textbf{SternExt}, the obtained proof system has no extraction gap, which leads to a weak hardness assumption for the resulting IBRI scheme in Section 5.3.3. Moreover, the communication cost of the protocol is only \( \tilde{O}(n) + \tilde{O}(N) \). Our protocol is described
Let $p = \lceil \log \beta \rceil + 1$, and define the sequence $\beta_1, \ldots, \beta_p$ as in the \textbf{SternExt} proof system. Let \textsc{COM} be the statistically hiding and computationally binding commitment scheme from [85]. The common input of the protocol is $(A, B)$. The prover’s auxiliary input is $(x, e)$. As for the \textbf{SternExt} protocol, we employ the Decomposition-Extension technique: Prior to the interaction, both prover and verifier form the extended matrix $A^* \leftarrow \text{MatrixExt}_{m, \beta}(A)$, and the prover additionally compute $u_1, \ldots, u_p \leftarrow \text{VectorDE}_{m, \beta}(x)$. In the protocol, the prover’s goal is to convince the verifier that it knows $u_1, \ldots, u_p \in B_{3m}$ and $e \in \{0, 1\}^N$ such that $\text{wt}(e) = 1$, and

$$A^* \cdot \left( \sum_{j=1}^{p} \beta_j \cdot u_j \right) - B \cdot e = 0 \mod q.$$ 

In Figure 5.1, we give an illustration of the Decomposition-Extension technique for $R_{\text{LIBRI}}(n, m, q, \beta, N)$.

The protocol follows the same principle as of \textbf{SternExt}. Here, to prove the knowledge of the additional witness $e$ in zero-knowledge, we use the original “per-
mutation technique” of Stern for \( \{0,1\} \) vector with fixed Hamming weight: we let the prover pick a random permutation \( \tau \) of \( N \) elements, and let the verifier check whether \( \tau(e) \in \{0,1\}^N \) and \( \text{wt}(\tau(e)) = 1 \). The prover and the verifier interact as follows:

1. **Commitment.** Prover \( P \) samples vectors \( r_1, \ldots, r_p \) \( \overset{\$}{\leftarrow} \mathbb{Z}_q^{3m} \) and \( g \) \( \overset{\$}{\leftarrow} \mathbb{Z}_q^{N} \); permutations \( \pi_1, \ldots, \pi_p \) \( \overset{\$}{\leftarrow} S_{3m} \), \( \tau \) \( \overset{\$}{\leftarrow} S_{N} \); and sends the commitment \( \text{CMT} := (c_1, c_2, c_3) \), where

\[
\begin{align*}
c_1 &= \text{COM}(\pi_1, \ldots, \pi_p, \tau, A^* \cdot (\sum_{j=1}^p \beta_j \cdot r_j) - B \cdot g \text{ mod } q) \\
c_2 &= \text{COM}(\pi_1(r_1), \ldots, \pi_p(r_p), \tau(g)) \\
c_3 &= \text{COM}(\pi_1(u_1 + r_1), \ldots, \pi_p(u_p + r_p), \tau(e + g))
\end{align*}
\]

2. **Challenge.** Receiving \( \text{CMT} \), verifier sends a challenge \( \text{Ch} \) \( \overset{\$}{\leftarrow} \{1,2,3\} \) to \( P \).

3. **Response.** Prover replies as follows:

- If \( \text{Ch} = 1 \), then reveal \( c_2 \) and \( c_3 \). For each \( j \), let \( v_j = \pi_j(u_j) \), and \( w_j = \pi_j(r_j) \).
  
  Let \( e_1 = \tau(e) \) and \( g_1 = \tau(g) \).
  
  Send \( \text{RSP} := (v_1, \ldots, v_p, w_1, \ldots, w_p, e_1, g_1) \).

- If \( \text{Ch} = 2 \), then reveal \( c_1 \) and \( c_3 \). For each \( j \), let \( \phi_j = \pi_j \), and \( z_j = u_j + r_j \).
  
  Let \( \tau_2 = \tau \) and \( g_2 = e + g \).
  
  Send \( \text{RSP} := (\phi_1, \ldots, \phi_p, z_1, \ldots, z_p, \tau_2, g_2) \).

- If \( \text{Ch} = 3 \), then reveal \( c_1 \) and \( c_2 \). For each \( j \), let \( \psi_j = \pi_j \), and \( s_j = r_j \). Let \( \tau_3 = \tau \) and \( g_3 = g \).
  
  Send \( \text{RSP} := (\psi_1, \ldots, \psi_p, s_1, \ldots, s_p, \tau_3, g_3) \).

\(^1\) A random permutation of \( N \) elements was also used in the lattice-based ring identification schemes from [85] [26].
Verification. Receiving the response RSP, verifier $V$ proceeds as follows:

- If $Ch=1$: Check that $\mathbf{v}_j \in \mathbb{B}_{3m}$ for all $j \in [p]$; $\mathbf{e}_1 \in \{0, 1\}^N$ and $\text{wt}(\mathbf{e}_1) = 1$; and
  \[
  \begin{align*}
  c_2 &= \text{COM}(\mathbf{w}_1, \ldots, \mathbf{w}_p, \mathbf{g}_1) \\
  c_3 &= \text{COM}(\mathbf{v}_1 + \mathbf{w}_1, \ldots, \mathbf{v}_p + \mathbf{w}_p, \mathbf{e}_1 + \mathbf{g}_1).
  \end{align*}
  \]

- If $Ch=2$: Check that
  \[
  \begin{align*}
  c_1 &= \text{COM}(\phi_1, \ldots, \phi_p, \tau_2, A^* \cdot (\sum_{j=1}^p \beta_j \cdot \mathbf{z}_j) - B \cdot \mathbf{g}_2 \mod q) \\
  c_3 &= \text{COM}(\phi_1(\mathbf{z}_1), \ldots, \phi_p(\mathbf{z}_p), \tau_2(\mathbf{g}_2)).
  \end{align*}
  \]

- If $Ch=3$: Check that
  \[
  \begin{align*}
  c_1 &= \text{COM}(\psi_1, \ldots, \psi_p, \tau_3, A^* \cdot (\sum_{j=1}^p \beta_j \cdot \mathbf{s}_j) - B \cdot \mathbf{g}_3 \mod q) \\
  c_2 &= \text{COM}(\psi_1(\mathbf{s}_1), \ldots, \psi_p(\mathbf{s}_p), \tau_3(\mathbf{g}_3)).
  \end{align*}
  \]

In each case, verifier $V$ outputs the decision $d = 1$ (Accept) if and only if all the conditions hold. Otherwise, he outputs $d = 0$ (Reject).

Completeness. We observe that if prover $P$ has a valid witness $(\mathbf{x}, \mathbf{e})$ for the relation $R_{\text{LIBRI}}(n, m, q, \beta, N)$ and follows the protocol, then he always gets accepted by $V$. Therefore, the proof system has perfect completeness.

Communication cost. In comparison to the SternExt proof system, the present one introduces an extra vector in $\mathbb{Z}_q^N$ and a permutation of $N$ elements. Hence, the overall communication cost is $\log \beta \cdot \tilde{O}(n \log q) + \log q \cdot \tilde{O}(N)$. If we let $n$ and $N$ be the primary parameters, then the asymptotic cost is $\tilde{O}(n) + \tilde{O}(N)$.

Statistical zero Knowledge. We will prove that the given proof system is statistically zero-knowledge by exhibiting a transcript simulator.
Lemma 5.3.4. If $\text{COM}$ is a statistically hiding string commitment scheme, then the proof system for $\text{RLIBRI}(n, m, q, \beta, N)$ is statistically zero-knowledge. In particular, there exists an efficient simulator $\mathcal{S}$, which has black-box access to a (possibly cheating) verifier $\hat{V}$, such that on input $(A, B)$, outputs with probability $2/3$ a successful transcript, the distribution of which is statistically close to that in the real interaction.

Proof. The simulator $\mathcal{S}$ works with the same principle as the simulator in the proof of Theorem 3.3.2. It begins by selecting a random $\overline{Ch} \in \{1, 2, 3\}$ (a prediction of the challenge value that $\hat{V}$ will not choose), and a random tape $r'$ of $\hat{V}$.

Case $\overline{Ch} = 1$: Using linear algebra, the simulator $\mathcal{S}$ computes $x' \in \mathbb{Z}_q^m, e' \in \mathbb{Z}_q^N$ such that $A \cdot x' - B \cdot e' = 0 \mod q$; and $\tilde{u}'_1, \ldots, \tilde{u}'_p \in \mathbb{Z}_q^m$ such that $x' = \sum_{j=1}^p \beta_j \cdot \tilde{u}'_j \mod q$. Now for each $j$, the simulator extends $\tilde{u}'_j$ to $u'_j \in \mathbb{Z}_q^{3m}$ by appending $2m$ random coordinates. It then picks vectors $r'_1, \ldots, r'_p \stackrel{\$}{\leftarrow} \mathbb{Z}_q^{3m}, g' \stackrel{\$}{\leftarrow} \mathbb{Z}_q^N$; permutations $\pi'_1, \ldots, \pi'_p \stackrel{\$}{\leftarrow} S_{3m}, \tau' \stackrel{\$}{\leftarrow} S_N$; and uniformly random strings $\rho'_1, \rho'_2, \rho'_3$. It sends the commitment $\left( c'_1, c'_2, c'_3 \right)$ to $\hat{V}$, where:

$$
\begin{align*}
   c'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, \tau', A^* \cdot (\sum_{j=1}^p \beta_j \cdot r'_j) - B \cdot g' \mod q; \rho'_1) \\
   c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(g'); \rho'_2) \\
   c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(e' + g'); \rho'_3).
\end{align*}
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $\mathcal{S}$ provides a transcript as follows:

- If $Ch = 1$: Output $\perp$ and halt.
- If $Ch = 2$: Output

$$

\left( r', (c'_1, c'_2, c'_3), 2, (\pi'_1, \ldots, \pi'_p, u'_1 + r'_1, \ldots, u'_p + r'_p, \tau', e' + g'); \rho'_1, \rho'_2 \right).

$$
\begin{itemize}
  \item If $Ch = 3$: Output $\left(r', (c'_1, c'_2, c'_3), 3, (\pi'_1, \ldots, \pi'_p, r'_1, \ldots, r'_p, r', g'); \rho'_1, \rho'_2, \rho'_3 \right)$.
\end{itemize}

**Case $\overline{Ch} = 2$:** The simulator $S$ picks vectors $r'_1, \ldots, r'_p \overset{\$}{\leftarrow} \mathbb{Z}_{q^m}^m$, $g' \overset{\$}{\leftarrow} \mathbb{Z}_q^N$; $u'_1, \ldots, u'_p \overset{\$}{\leftarrow} \mathcal{B}_m$; a uniform $e'$ in the set $\{e \in \{0, 1\}^N : \text{wt}(e) = 1\}$; permutations $\pi'_1, \ldots, \pi'_p \overset{\$}{\leftarrow} \mathcal{S}_m$, $\tau' \in \mathcal{S}_N$; and uniformly random strings $\rho'_1, \rho'_2, \rho'_3$. It sends the commitment $(c'_1, c'_2, c'_3)$ to $\hat{V}$, where:

$$
\begin{align*}
  c'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, \tau', A^* \cdot (\sum_{j=1}^p \beta_j \cdot r'_j) - B \cdot g' \mod q; \rho'_1) \\
  c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(g'); \rho'_2) \\
  c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(e' + g'); \rho'_3)
\end{align*}
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $S$ computes the following transcript:

\begin{itemize}
  \item If $Ch = 1$: Output

$$
\left(r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(e'), \tau'(g')); \rho'_2, \rho'_3 \right).
$$

  \item If $Ch = 2$: Output $\bot$ and halt.

  \item If $Ch = 3$: Output $\left(r', (c'_1, c'_2, c'_3), 3, (\pi'_1, \ldots, \pi'_p, r'_1, \ldots, r'_p, \tau', g'); \rho'_1, \rho'_2 \right)$.
\end{itemize}

**Case $\overline{Ch} = 3$:** The simulator picks the uniformly random vectors, permutations, and strings exactly as in the case $\overline{Ch} = 2$ above, but sends the following:

$$
\begin{align*}
  c'_1 &= \text{COM}(\pi'_1, \ldots, \pi'_p, \tau', A^* \cdot \sum_{j=1}^p \beta_j \cdot (u'_j + r'_j) - B \cdot (e' + g') \mod q; \rho'_1) \\
  c'_2 &= \text{COM}(\pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(g'); \rho'_2) \\
  c'_3 &= \text{COM}(\pi'_1(u'_1 + r'_1), \ldots, \pi'_p(u'_p + r'_p), \tau'(e' + g'); \rho'_3)
\end{align*}
$$

Receiving a challenge $Ch$ from $\hat{V}$, simulator $S$ computes a transcript as follows:
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- If \( Ch = 1 \): Output

\[
\left( r', (c'_1, c'_2, c'_3), 1, (\pi'_1(u'_1), \ldots, \pi'_p(u'_p), \pi'_1(r'_1), \ldots, \pi'_p(r'_p), \tau'(e'), \tau'(g')); \rho_2, \rho_3 \right).
\]

- If \( Ch = 2 \): Output

\[
\left( r', (c'_1, c'_2, c'_3), 2, (\pi'_1, \ldots, \pi'_p, u'_1 + r'_1, \ldots, u'_p + r'_p, \tau', e' + g'); \rho'_1, \rho'_3 \right).
\]

- If \( Ch = 3 \): Output \( \bot \) and halt.

We observe that, in every case we have considered above, since \( COM \) is statistically hiding, the distribution of the commitment from \( S \) and the challenge from \( \hat{V} \) are statistically close to those in the real interaction. Hence, the probability that the simulator outputs \( \bot \) is negligibly close to \( 1/3 \). Moreover, one can check that whenever \( S \) does not halt, it will provide a successful transcript, and the distribution of the transcript is statistically close to that of the prover in the real interaction. Hence, we have constructed a simulator that can successfully impersonate the honest prover with probability 2/3, and completed the proof. \( \square \)

Proof of knowledge. The following lemma states that the proof system presented in this section is a proof of knowledge for the relation \( R_{\text{LIBRI}}(n, m, q, \beta, N) \) with knowledge error 2/3.

Lemma 5.3.5. Assume that \( COM \) is a computationally binding string commitment scheme. Then there exists a knowledge extractor \( K \) such that the following holds. If \( K \) has access to a cheating prover who convinces the verifier on input \( (A, B) \) with probability \( 2/3 + \epsilon \) for some \( \epsilon > 0 \) and in time \( T \), then with overwhelming probability and in time \( T \cdot \text{poly}(n, m, N, \log q, 1/\epsilon) \), \( K \) outputs \( (x', e') \) such that \( ((A, B), x', e') \in \)
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$R_{\text{LIBRI}}(n, m, q, \beta, N)$.

**Proof.** The proof uses the same argument as in the proof of Theorem 3.3.3. Namely, it can be shown that, in time $T \cdot \text{poly}(n, m, N, \log q, 1/\epsilon)$, the knowledge extractor $K$ can obtain with overwhelming probability 3 valid responses which correspond to all 3 challenges for the same commitment. Therefore, $K$ can get the following relations:

\[
\text{COM}\left(\{\phi_j\}_{j=1}^p, \tau_2, A^* (\sum_{j=1}^p \beta_j z_j) - B g_3\right) = \text{COM}\left(\{\psi_j\}_{j=1}^p, \tau_3, A^* (\sum_{j=1}^p \beta_j s_j) - B g_3\right)
\]

\[
\text{COM}(w_1, \ldots, w_p, g_1) = \text{COM}(\psi_1(s_1), \ldots, \psi_p(s_p), \tau_3(g_3))
\]

\[
\text{COM}(\phi_1(z_1), \ldots, \phi_p(z_p), \tau_2(g_2)) = \text{COM}(v_1 + w_1, \ldots, v_p + w_p, e_1 + g_1),
\]

and $v_j \in B_{3m}$ for all $j \in [p]$; $e_1 \in \{0, 1\}^N$, $\text{wt}(e_1) = 1$. Since COM is computationally binding, it follows that:

\[
A^* (\sum_{j=1}^p \beta_j (z_j - s_j)) - B \cdot (g_2 - g_3) = 0 \mod q;
\]

\[
\tau_2 = \tau_3; \quad g_1 = \tau_3(g_3); \quad e_1 + g_1 = \tau_2(g_2); \quad e_1 \in \{0, 1\}^N, \quad \text{wt}(e_1) = 1;
\]

\[
\forall j \in [p]: \quad \phi_j = \psi_j; \quad w_j = \psi_j(s_j); \quad v_j + w_j = \phi_j(z_j); \quad v_j \in B_{3m}.
\]

Let $e' := g_2 - g_3 = \tau_2^{-1}(e_1)$, and for all $j \in [p]$, let $v_j' := z_j - s_j = \phi_j^{-1}(v_j)$, then we obtain that

\[
e' \in \{0, 1\}^N; \quad \text{wt}(e') = 1; \quad \forall j \in [p]: \quad v_j' \in B_{3m};
\]

\[
A^* \cdot (\sum_{j=1}^p \beta_j \cdot v_j') - B \cdot e' = 0 \mod q.
\]

Now, for each $v_j'$, we drop the last 2m coordinates to obtain $\tilde{v}_j' \in \{-1, 0, 1\}^m$, and
we let $x' = \sum_{j=1}^{p} \beta_j \cdot \tilde{v}_j$. Then we have $A \cdot x' - B \cdot e' = 0 \mod q$, and

$$\|x'\|_{\infty} \leq \sum_{j=1}^{p} \beta_j \cdot \|\tilde{v}_j\|_{\infty} \leq \sum_{j=1}^{p} \beta_j = \beta.$$ 

The knowledge extractor then outputs $(x', e')$ satisfying

$$((A, B), x', e') \in R_{LIBRI}(n, m, q, \beta, N).$$

This concludes the proof. □

Since the given proof system is statistically zero-knowledge, it is also statistically witness indistinguishable. Since witness indistinguishability is preserved under parallel composition [57], by repeating the protocol $t = \omega(\log n)$ times in parallel, one can obtain a statistical witness indistinguishable proof of knowledge with negligible soundness error.

### 5.3.3 Construction from Lattices

In this section, we present our construction of a lattice-based IBRI scheme, based on the GPV signature scheme [62] and the proof system for $R_{LIBRI}(n, m, q, \beta, N)$ in Section 5.3.2. Our scheme, called $\mathcal{LIBRI}$, is as follows:

**Scheme 5.3.6 ($\mathcal{LIBRI}$).** Let $n$ be a security parameter, and $q, m, \sigma, \beta$ be functions of $n$, where:

- The modulus $q = \text{poly}(n)$.
- The matrix dimension $m \geq 2n \log q$.
- The Gaussian parameter $\sigma = \omega(\sqrt{n \log q \log n})$. 


The norm bound \( \beta = \lceil \sigma \cdot f \rceil = \tilde{O}(\sqrt{n}) \), for some fixed function \( f \geq \omega(\sqrt{\log m}) \).

By Lemma 2.2.10 (item (4)), for parameters \( \sigma, \beta \) as above, the discrete Gaussian distribution \( D_{Z, \sigma} \) is a \( \beta \)-bounded distribution.

Let \( t = \omega(\log n) \) be the number of protocol repetitions, and \( H : \{0, 1\}^* \to \mathbb{Z}_q^* \) be the random oracle used in the GPV signature. As for the IBI scheme in Section 5.2.2, the secret key of identity \( id \in \{0, 1\}^* \) is defined as a GPV signature of the message \( id \).

In the scheme, we will employ algorithms \( \text{GenTrap} \) from Theorem 2.3.3 and \( \text{SampleD} \) from Theorem 2.3.4.

- **\( \text{MKg}(1^n) \):** Run \( \text{GenTrap}(1^n, 1^m, q) \) to obtain matrix \( A \in \mathbb{Z}_q^{n \times m} \) together with a trapdoor \( T \). Output \( mpk = A \), and \( msk = T \).

- **\( \text{UKg}(\text{msk}, id) \):** For an identity \( id \in \{0, 1\}^* \), let \( sk_{id} \leftarrow \text{SampleD}(T, A, H(id), \sigma) \).
  
  If \( \|sk_{id}\|_{\infty} > \beta \) (which happens only with negligible probability, since \( D_{Z, \sigma} \) is a \( \beta \)-bounded distribution), then restart. Otherwise, output \( sk_{id} \in \mathbb{Z}^m \) as the secret key for identity \( id \).

We remark that the algorithms \( \text{MKg}(1^n) \) and \( \text{UKg}(\text{msk}, id) \) are performed by a trusted authority, and they are the same as in the IBI scheme in Section 5.2.2.

- **\( \text{RPKg}(mpk, R) \):** Let \( R = (id_1, \ldots, id_N) \). The algorithm computes \( B \in \mathbb{Z}_q^{n \times N} \), where for each \( i \in [N] \), the \( i \)-th column of matrix \( B \) is vector \( H(id_i) \in \mathbb{Z}_q^n \). It outputs \( rpk = (A, B) \).

- **\( \text{RSKg}(mpk, R, sk_{id}) \):** Let \( R = (id_1, \ldots, id_N) \) and let \( k \) be the index of \( id \) in \( R \), i.e., \( id = id_k \). Let \( e \in \{0, 1\}^N \), such that \( \text{wt}(e) = 1 \), and the only entry 1 in vector \( e \) is the \( k \)-th one. The algorithm outputs \( rsk = (sk_{id}, e) \).

- **\( \langle P(rpk, rsk), V(rpk) \rangle \):** Let \( rpk = (A, B) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^{n \times N} \), and \( rsk = (x, e) \). By
construction, one has

\[
\begin{cases}
x \in \mathbb{Z}^m \text{ and } \|x\|_\infty \leq \beta; \\
e \in \{0, 1\}^N \text{ and } \text{wt}(e) = 1; \\
A \cdot x - B \cdot e = 0 \mod q.
\end{cases}
\]

In other words, we have \(((\mathbf{A}, \mathbf{B}), (x, e)) \in \mathcal{R}_{\text{LIBRI}}(n, m, q, \beta, N)\). The prover \(P((\mathbf{A}, \mathbf{B}), x, e)\) and the verifier \(V(\mathbf{A}, \mathbf{B})\) execute a WIPoK for the relation \(\mathcal{R}_{\text{LIBRI}}(n, m, q, \beta, N)\). This is done by repeating the ZK proof system in Section 5.3.2 in parallel \(t = \omega(\log n)\) times to make the soundness error negligibly small.

**Completeness.** The scheme \(\text{LIBRI}\) has perfect completeness. It follows directly from the perfect completeness of the underlying proof system.

**Security against impersonation.** The following theorem states that in the random oracle model, the scheme \(\text{LIBRI}\) is secure against impersonation, based on the hardness of the \(\text{SIS}_{n,m,q,2\beta}\) problem.

**Theorem 5.3.7.** In the random oracle model, if there exists a polynomial-time adversary \(A\) having non-negligible advantage in the experiment \(\text{Exp}_{\text{LIBRI}, A}^{\text{imp}}(n)\), then there exists a polynomial-time algorithm solving the \(\text{SIS}_{\infty}(n, m, q, 2\beta)\) problem with non-negligible probability.

It follows from Theorem 5.3.7 and Theorem 2.2.14 that the scheme \(\text{LIBRI}\) is secure in the random oracle model based on the worst-case hardness of \(\text{SIVP}_\gamma^2\), with \(\gamma = 2\beta \cdot \tilde{O}(n) = \tilde{O}(n^{1.5})\).

**Proof.** We construct a polynomial-time algorithm \(S\) attacking the \(\text{SIS}_{\infty}(n, m, q, 2\beta)\) problem. Without loss of generality, we assumes that COM is computationally bind-
ing (since an adversary breaking the computational binding property of COM can be used to solve the $\text{SIS}^\infty(n, m, q, 2\beta)$ problem, see Theorem 2.3.2). By programming the random oracle $H$, algorithm $S$ simulates the challenger in the experiment $\text{Exp}_{\text{IBRI}, \mathcal{A}}^\text{imp}(n)$ as follows:

- $S$ receives a challenge $\text{SIS}^\infty(n, m, q, 2\beta)$ instance $A$ which is uniformly random over $\mathbb{Z}_q^{n \times m}$. It wins the challenge if it can produce a non-zero vector $x \in \mathbb{Z}^m$ such that $\|x\|_\infty \leq 2\beta$ and $A \cdot x = 0 \mod q$.

- Observe that by Theorem 2.3.3, the distribution of $A$ is statistically close to that in the real scheme. Algorithm $S$ sets $\text{mpk} := A$ and sends it to the adversary $\mathcal{A}$.

- $\mathcal{A}$ can adaptively and concurrently query the interaction transcript of any identity $id$ contained in any ring $R$. To generate the ring public key, it must query to the random oracle for $H(id)$. Algorithm $S$ handles the query by sampling a vector $x_{id} \leftarrow D_{\mathbb{Z}^m, \sigma}$, recording $x_{id}$, programming $H(id) := A \cdot x_{id} \mod q$, and returning $H(id)$, which is statistically close to uniform over $\mathbb{Z}_q^n$ (by Lemma 2.2.10 item [1]). If $\mathcal{A}$ ever repeats the same query, then $S$ returns with consistency.

Now, to answer the query for the interaction transcript of $id \in R$, algorithm $S$ lets $(A, B) \leftarrow \text{RPKg}(A, R)$, $(x, e) \leftarrow \text{RSKg}(A, R, x_{id})$, and executes the WIPoK for the relation $R_{\text{LIBRI}}(n, m, q, \beta, N)$ with common input $(A, B)$ and witness $(x, e)$.

- At some point, $\mathcal{A}$ returns a target ring of identities $R^* = (id_1^*, \ldots, id_N^*)$ and an interaction transcript, such that the honest verifier $V(A, B^*)$, where $B^*$ is produced by $\text{RPKg}(A, R^*)$, accepts with non-negligible probability.

Since the underlying protocol is a proof of knowledge with negligible soundness error
for the relation $R_{\text{LIBRI}}(n, m, q, \beta, N)$, algorithm $S$ can run the knowledge extractor in Lemma 5.3.7 to obtain in polynomial time and with overwhelming probability a pair $(x^*, e^*)$ such that $((A, B^*), x^*, e^*) \in R_{\text{LIBRI}}(n, m, q, \beta, N)$.

Now let $k$ be the index of the only entry 1 of vector $e$, and let $y_k$ be the $k$-th column of matrix $B^*$. We have that:

$$\|x^*\|_\infty \leq \beta \quad \text{and} \quad A \cdot x^* = y_k = H(id^*_k) = A \cdot x_{id_k^*} \mod q,$$

where $x_{id_k^*}$ is the vector sampled and recorded by $S$ while answering the random oracle query for $H(id^*_k)$. Furthermore, by Lemma 2.2.10 (item (3)), the min-entropy of $x^*$ given $y_k$ is $\omega(\log n)$. Thus, we have $x^* \neq x_{id_k^*}$, except for probability $\negl(n)$.

Now, let $x := x^* - x_{id_k^*} \in \mathbb{Z}^m$, then $\|x\|_\infty \leq \beta + \beta = 2\beta$, and $A \cdot x = 0 \mod q$.

Algorithm $S$ outputs $x$, which is a solution to the challenge $\text{SIS}(n, m, q, 2\beta)$ instance $A$. This concludes the proof. \hfill \Box

**Anonymity against full key exposure.** The unconditional anonymity of the scheme follows directly from the statistical witness indistinguishability property of the underlying protocol. In the experiment $\text{Exp}_{\text{LIBRI},A}^{\text{anon}}(n)$, the challenger first generates $(A, T) \leftarrow \text{MKg}(1^n)$ and sends $A$ to the adversary $A$. Whenever $A$ asks for the secret key of an identity $id$, the challenger returns $sk_{id} \leftarrow \text{UKg}(T, id)$. At some point, $A$ outputs two valid pairs $(id_0, sk_{id_0}), (id_1, sk_{id_1})$ and a ring $R$ containing $(id_0, id_1)$. The challenger then picks $b \leftarrow \{0, 1\}$, computes $(A, B) \leftarrow \text{RKg}(A, R)$, and $(x_b, e_b) \leftarrow \text{RSKg}(A, R, sk_{id_0})$, and returns a transcript of $\langle P, V \rangle$ using witness $(x_b, e_b)$. At the end of the experiment $A$ outputs $b' \in \{0, 1\}$. The statistical witness indistinguishability property of the protocol ensures that $b' = b$ with probability $1/2 + \negl(n)$ for any polynomially unbounded adversary $A$. In other words, $A$ has negligible advantage in the experiment. Therefore, we have the following theorem.
Theorem 5.3.8. Assume that COM is a statistically hiding string commitment scheme. Then, for the chosen parameters, the scheme LIBRI is unconditional anonymous against full key exposure.

In summary, we have constructed an ID-based ring identification scheme, which is secure in the random oracle model if $\text{SIVP}_{\tilde{O}(n^{1.5})}^2$ is hard in the worst-case. To the best of our knowledge, this is the first ID-based ring identification scheme from lattice assumptions.
6. IMPROVED LATTICE-BASED GROUP SIGNATURE SCHEME

6.1 Introduction

Group signatures have been an important research topic in public-key cryptography since their introduction in 1991 by Chaum and van Heyst [46]. In these schemes, all the potential users form a group, where each user can anonymously issue a signature on behalf of the whole group (anonymity). On the other hand, in cases of disputes, there is a tracing mechanism which can link a given signature to the identity of the misbehaving user (traceability). These two seemingly contradictory features allow group signatures to find applications in various real-life scenarios, such as anonymous online communications, digital right management, e-commerce systems, and much more. Over the last two decades, many group signature schemes with different security models and different level of efficiency have been proposed ([48, 49, 16, 19, 27, 28, 23, 75, 92, 91, ...]).

The state-of-the-art group signature schemes (e.g., [16, 27, 28,...]) are very efficient, but they all rely on the hardness of factoring integers or solving discrete logarithms. As shown by Shor [135], these schemes would become insecure once powerful quantum computers become a reality. This gives rise to an interesting research challenge: designing efficient quantum-resistant group signature schemes. Up to the best of our knowledge, three quantum-resistant group signature schemes
have been published [74, 38, 88], all of which are based on lattice assumptions. As we will describe in Section 6.3, each of these schemes has its own strength and weakness. This gives room for improvements.

In this chapter, we will present a new lattice-based group signature scheme which combines the good features of the existing ones. We first recall the definition and security notions of group signature schemes in Section 6.2. We then review the previous works in Section 6.3 and summarize our contribution and high-level techniques in Section 6.4. Next, we construct the underlying interactive proof system in Section 6.5. Finally, we present our group signature in Section 6.6.

6.2 Definitions and Security Notions

The presentation in this section follows the work of Chaum and van Heyst [46] which introduced group signatures; the work of Bellare et al. [19] which formalized the notions of *full anonymity* (also known as CCA-anonymity) and *full traceability*; and the work of Boneh et al. [27] which suggested the relaxed notion of *weak anonymity* (also known as CPA-anonymity).

**Definition 6.2.1.** A group signature scheme $\mathcal{GS} = (\text{KeyGen}, \text{Sign}, \text{Verify}, \text{Open})$ is a tuple of four polynomial-time algorithms:

- **KeyGen($1^n, 1^N$):** The randomized key generation algorithm takes as input $1^n, 1^N$, where $n \in \mathbb{N}$ is the security parameter and $N \in \mathbb{N}$ is the number of group users, and outputs a triple $(gpk, gmsk, gsk)$, where $gpk$ is the group public key; $gmsk$ is the group manager’s secret key; and $gsk = gsk[1] \ldots gsk[N]$ is an $N$-vector of keys, such that $gsk[i]$ is the secret key for the group user with index $i \in [N]$.

- **Sign($gsk[i], M$):** The randomized signing algorithm takes as input a secret signing
key $\text{gsk}[i]$ for some $i \in [N]$, and a message $M$, and returns a group signature $\Sigma$ of $M$.

- **Verify($\text{gpk}, M, \Sigma$):** The deterministic verification algorithm takes as input the group public key $\text{gpk}$, a message $M$, a purported signature $\Sigma$ of $M$, and returns either 1 (Valid) or 0 (Invalid).

- **Open($\text{gmsk}, M, \Sigma$):** The deterministic opening algorithm takes as input the group manager’s secret key $\text{gmsk}$, a message $M$, a signature $\Sigma$ of $M$, and returns an index $i \in [N]$, or $\perp$ (to indicate failure).

**Correctness.** The correctness requirement for a group signature scheme is as follows. For all $n, N \in \mathbb{N}$, all $(\text{gpk}, \text{gmsk}, \text{gsk})$ produced by $\text{KeyGen}(1^n, 1^N)$, all $i \in [N]$, and all $M \in \{0, 1\}^*$,

$$\text{Verify}(\text{gpk}, M, \text{Sign}(\text{gsk}[i], M)) = 1 \text{ and } \text{Open}(\text{gmsk}, M, \text{Sign}(\text{gsk}[i], M)) = i.$$  

In other words, it is required that legitimate signatures are always accepted and the opening algorithm correctly returns the identity of the signer from a legitimate signature.

**Compactness.** In practice, if the sizes of the keys and signatures in a group signature depend linearly on the number of group users, then it would be inefficient to implement the scheme for large groups. On the other hand, it was pointed out in [19] and [88] that “a polynomial dependency of these sizes on $\log N$ can be shown to be unavoidable”, and that “no group signature scheme can provide signatures of bit-size $o(\log N)$” because “such signatures would be impossible to open”. In other words, asymptotically these sizes are expected to be at least $\text{poly}(\log N)$. To evaluate the efficiency of group signature schemes, Bellare et al. [19] introduced the criterion
Definition 6.2.2. A group signature scheme $\mathcal{GS} = (\text{KeyGen}, \text{Sign}, \text{Verify}, \text{Open})$ is called compact if there exist polynomials $p_1(\cdot, \cdot)$ and $p_2(\cdot, \cdot, \cdot)$ such that

$$|\text{gpk}|, |\text{gmsk}|, |\text{gsk}[i]| \leq p_1(n, \log N) \text{ and } |\Sigma| \leq p_2(n, \log N, |M|)$$

for all $n, N$, all $(\text{gpk}, \text{gmsk}, \text{gsk}) \leftarrow \text{KeyGen}(1^n, 1^N)$, all $i \in [N]$, all $M \in \{0, 1\}^*$, and all $\Sigma \leftarrow \text{Sign}((\text{gsk}[i], M)$.

Security Notions. A secure group signature scheme must satisfy the anonymity and traceability requirements defined below.

Anonymity. Anonymity requires that any adversary, who does not possess the group manager’s secret key, should not be able to determine the identity of the user given its signature. Bellare et al. [19] introduced the notion of full anonymity, where the adversary has strong attack capabilities: it is given the secret keys of all group users, and is granted access to an opening oracle. In other words, this adversary is allowed to collude with all group users, and to see the results of openings of all signatures (except for the target one). Boneh et al. [27] later proposed a relaxed notion, called weak anonymity, where the adversary cannot query the opening oracle. We note that full anonymity and weak anonymity are often called “CCA-anonymity” and “CPA-anonymity”, respectively, since their difference is similar to that between the notions of CCA and CPA security for PKE schemes.

More formally, consider the following anonymity experiment $\text{Exp}_{\mathcal{GS}, \mathcal{A}}^{t\text{-anon}}(n, N)$ between a challenger $\mathcal{C}$ and an adversary $\mathcal{A}$, where $t \in \{\text{weak}, \text{full}\}$.

Experiment $\text{Exp}_{\mathcal{GS}, \mathcal{A}}^{t\text{-anon}}(n, N)$:

- Initialization Phase: The challenger $\mathcal{C}$ runs the key generation algorithm.
KeyGen(1^n, 1^N) to obtain (gpk, gmsk, gsk), then it gives (gpk, gsk) to A.

- **Query phase 1:** If t = full, then A can make queries to the opening oracle. On input a message M and a signature Σ, the oracle returns Open(gmsk, M, Σ) to A.

- **Challenge phase:** A outputs two distinct identities i_0, i_1 ∈ [N] and a message M*. The challenger picks a coin b ← {0, 1}, computes the target signature Σ* = Sign(gsk[i_b], M*) and sends Σ* to A.

- **Query phase 2:** If t = full, then the adversary A can make queries to the opening oracle. On input (M, Σ), if (M, Σ) = (M*, Σ*), then the challenger outputs 0 and halts; otherwise it returns Open(gmsk, M, Σ) to A.

- **Guessing phase:** Finally, A outputs a guess b′ ∈ {0, 1}. If b′ = b, then C outputs 1, otherwise it outputs 0.

**Definition 6.2.3.** Let A be an adversary against the anonymity of a group signature scheme GS. Define the advantage of A in the above experiment as

\[
\text{Adv}^{\text{t-anon}}_{GS,A}(n, N) = \left| \Pr[\text{Exp}^{\text{t-anon}}_{GS,A}(n, N) = 1] - \frac{1}{2} \right|.
\]

We say that GS is weakly anonymous (resp. fully anonymous) if for all polynomial N(·) and all polynomial-time adversaries A, the function \(\text{Adv}^{\text{weak-anon}}_{GS,A}(n, N)\) (resp. \(\text{Adv}^{\text{full-anon}}_{GS,A}(n, N)\)) is negligible in the security parameter n.

**Traceability.** Full traceability [19] requires that all signatures, even those produced by a coalition of group users and the group manager, can be traced back to a member of the coalition. This notion is formally defined by the following traceability experiment \(\text{Exp}^{\text{trace}}_{GS,A}(n, N)\) between a challenger C and an adversary A.
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Experiment $\text{Exp}_{\mathcal{GS},A}^{\text{trace}}(n, N)$:

- **Initialization Phase:** The challenger $C$ runs algorithm $\text{KeyGen}(1^n, 1^N)$ to obtain $(gpk, gmsk, gsk)$, then it sets $CU \leftarrow \emptyset$ and gives $(gpk, gmsk)$ to $A$.

- **Query Phase:** The adversary $A$ can make the following queries adaptively, and in any order:

  - Secret key query: On input $i \in [N]$, the challenger adds $i$ to $CU$, and returns $gsk[i]$ to $A$.
  - Signing query: On input $i, M$, the challenger returns $\text{Sign}(gsk[i], M)$.

- **Challenge Phase:** $A$ outputs a message $M$, and a signature $\Sigma$. The challenger proceeds as follows:

  If $\text{Verify}(gpk, M, \Sigma) = 0$ then return 0. If $\text{Open}(gmsk, M, \Sigma) = \bot$ then return 1.

  If $\exists i \in [N]$ such that the following are true then return 1, else return 0:

  1. $\text{Open}(gmsk, M, \Sigma) = i \notin CU$,

  2. $A$ has never make a signing query for $i, M$.

**Definition 6.2.4.** Let $A$ be an adversary against the traceability of a group signature scheme $\mathcal{GS}$. Define the advantage of $A$ in the above experiment as

$$\text{Adv}_{\mathcal{GS},A}^{\text{trace}}(n, N) = \Pr\left[\text{Exp}_{\mathcal{GS},A}^{\text{trace}}(n, N) = 1\right].$$

We say that $\mathcal{GS}$ is fully traceable if for all polynomial $N(\cdot)$ and all polynomial-time adversaries $A$, the function $\text{Adv}_{\mathcal{GS},A}^{\text{trace}}(n, N)$ is negligible in the security parameter $n$. 
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6.3 Previous Works

The first lattice-based group signature scheme, which is essentially the first quantum-resistant one, was introduced by Gordon, Katz and Vaikuntanathan [74] in 2010. Below, we will refer to this scheme as the GKV scheme. At a high level, the GKV scheme follows a common strategy in constructing group signatures, which makes use of three basic cryptographic ingredients: a secure signature scheme, a secure encryption scheme and a ZK (or WI) proof system. Specifically, the corresponding ingredients in [74] are: the GPV signature [62], a variant of the Dual-Regev encryption [62], and the Micciancio-Vadhan proof system [115]. The scheme relies on relatively weak hardness assumptions: It is CPA-anonymous assuming the quantum hardness of SIVP, where \( \gamma \) can be as small as \( \tilde{O}(n^2) \); And it is traceable if \( \text{SIVP}_{\tilde{O}(n^{1.5})} \) is hard. While the GKV scheme is of great theoretical interest, it produces signatures of size \( \tilde{O}(n^2) \cdot N \). In terms of efficiency, this is a noticeable disadvantage when the group is large, e.g., group of all employees of a big company.

In 2012, Camenisch, Neven and Rückert [38] proposed lattice-based anonymous attribute tokens system, a primitive that can be considered as a generalization of group signature. We will refer to their scheme as the CNR scheme. The CNR scheme follows a similar approach as of the GKV scheme, but it achieves the CCA-anonymity notion (i.e., full anonymity) by employing an additional cryptographic ingredient: a strongly unforgeable one-time signature. However, in their construction, the signature size inherits the linear dependence on \( N \) of the GKV signature, i.e., its bit-size is still \( \tilde{O}(n^2) \cdot N \). In addition, the traceability of the scheme is only guaranteed if \( \text{SIVP}_{\gamma} \) is hard for slightly larger approximation factor, i.e., \( \gamma = \tilde{O}(n^2) \).

Recently, Laguillaumie, Langlois, Libert, and Stehlé [88] designed a scheme fea-

\footnote{More precisely, the proof system in [74] is for the disjunction of \( N \) instances of \( \text{GapCVP}_\gamma \), obtained by applying the technique of Cramer et al. [49] to the Micciancio-Vadhan protocol.}
turing signature size $\tilde{O}(n \cdot \log N)$, which is the first lattice-based group signature that overcomes the linear-size barrier. In particular, the scheme is compact, in the sense of Definition 6.2.2. We will refer to this scheme as the LLLS scheme. The basic variant of the LLLS scheme only satisfies the CPA-anonymity notion, but CCA-anonymity can also be achieved by using a strongly secure one-time signature.

Instead of relying on the GPV signature as in the GKV and CNR schemes, the LLLS scheme operates in the “mixing” structure of hard random lattices, which is used in the Boyen signature [29]. Each group user is identified by a string $d \in \{0, 1\}^\ell$, where $\ell = \lceil \log N \rceil$, and is given a trapdoor of the mixing lattice determined by $d$. To sign a message, the user first generates a Boyen signature of his identity $d$, and encrypts (part of) this signature using two different variants of the Dual-Regev encryption. Next, the user generates $\ell + 2$ non-interactive ZKPoK (obtained via Fiat-Shamir heuristic) linking together in a sophisticated fashion to prove that he knows a Boyen signature for certain $d \in \{0, 1\}^\ell$ and that the ciphertexts he provided are well-formed. The resulting group signature is asymptotically shorter than in previous works [74, 38], but the scheme requires rather large parameters, e.g., $q = \tilde{O}(n^8 \cdot \sqrt{\log N} + \log N)$. As a consequence, the anonymity of the scheme has to rely on the quantum hardness of SIVP$_{\gamma}$, with $\gamma = \sqrt{\log N} \cdot \tilde{O}(n^{8.5})$, while its traceability is based on the hardness of SIVP$_{\sqrt{\log N} \cdot \tilde{O}(n^{7.5})}$. Although SIVP$_{\gamma}$ is assumed to be hard for any $\gamma = \text{poly}(n)$, these hardness assumptions are much stronger than in contemporary lattice-based cryptographic constructions.

It follows from the above discussions that each of the existing lattice-based group signature schemes has its own strength and weakness: those with relatively weak hardness assumptions (i.e., the GKV and CNR schemes) have signature size linear in $N$, while the only known scheme with logarithmic signature size (i.e., the LLLS scheme) has to rely on much stronger assumptions. This raises an interesting
question: Is it possible to construct a lattice-based group signature scheme that simultaneously achieves the good features of existing schemes?

6.4 Our Contribution and Techniques

6.4.1 Our Contribution

In this work, we construct a lattice-based group signature scheme that simultaneously achieve the good features of existing schemes. Specifically, in our construction, the bit-size of the signature is $\tilde{O}(n \cdot \log N)$ (which is comparable to that of the LLLS scheme), while the hardness assumptions are comparable to those of the GKV scheme: the anonymity of the scheme relies on the quantum hardness of $\SIVP_{\tilde{O}(n^2)}$, and its traceability is based on the hardness of $\SIVP_{\tilde{O}(n^{1.5})}$. Moreover, as we will show in the next section, our signature is syntactically very simple.

In Table 6.1, we give a comparison among known lattice-based group signature schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>GKV</th>
<th>CNR</th>
<th>LLLS</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit-size of the signature</td>
<td>$\tilde{O}(n^2) \cdot N$</td>
<td>$\tilde{O}(n^2) \cdot N$</td>
<td>$\tilde{O}(n \cdot \log N)$</td>
<td>$\tilde{O}(n \cdot \log N)$</td>
</tr>
<tr>
<td>Quantum hardness assumption for Anonymity</td>
<td>$\SIVP_{\tilde{O}(n^2)}$</td>
<td>$\SIVP_{\tilde{O}(n^2)}$</td>
<td>$\SIVP_{\sqrt{\log N} \cdot \tilde{O}(n^{8.5})}$</td>
<td>$\SIVP_{\tilde{O}(n^2)}$</td>
</tr>
<tr>
<td>Hardness assumption for Traceability</td>
<td>$\SIVP_{\tilde{O}(n^{1.5})}$</td>
<td>$\SIVP_{\tilde{O}(n^2)}$</td>
<td>$\SIVP_{\sqrt{\log N} \cdot \tilde{O}(n^{7.5})}$</td>
<td>$\SIVP_{\tilde{O}(n^{1.5})}$</td>
</tr>
</tbody>
</table>

*Tab. 6.1: Comparison among lattice-based group signature schemes.* For the GKV, CNR and LLLS schemes, the approximation factors $\gamma$ in the $\SIVP_{\gamma}$ hardness assumptions are estimated based on the parameters given in the corresponding works [74, 38, 88]. The GKV scheme and the one presented in this work only satisfy the CPA-anonymity notion, while the CNR and LLLS schemes achieve CCA-anonymity.
Open Problems. Similar to the GKV scheme, our scheme only satisfies the CPA-anonymity notion suggested by Boneh et al. \cite{27}. Upgrading it into a CCA-anonymous group signature is an interesting target for future investigation. A possible solution towards this direction is to employ a strongly secure one-time signature, as in the CNR and LLLS schemes.

It is also important to note that all 4 schemes considered in Table 6.1 are only proven secure in the random oracle model: They all rely on the Fiat-Shamir heuristic to remove interaction in the underlying interactive protocols. Thus, designing lattice-based group signature schemes that are secure in the standard model remains an open question. This is closely related to the challenging problem of constructing non-interactive zero-knowledge proofs without the random oracle for average-case lattice problems ISIS and LWE.

6.4.2 Overview of Our Techniques

At a high level, our group signature makes use of three lattice-based cryptographic ingredients: the Bonsai tree signature \cite{12} (see also Scheme 2.3.9); a variant of the Dual-Regev encryption \cite{62,61}; and a special ZKPoK that combines an adaptation of the SternExt proof system (see Section 3.3) to the Bonsai tree structure, and an adaptation of the PoPK for the Dual-Regev encryption scheme (see Section 4.3).

In our scheme, the signature of an arbitrary message $M$ is syntactically very simple: It is just a pair $(c, \pi)$, where:

- $c$ is an encryption of the signer’s identity.
- $\pi$ is a non-interactive zero-knowledge proof, obtained via Fiat-Shamir heuristic from an interactive protocol, in which the verifier is convinced in zero-
knowledge that:

The prover knows the secret key of certain group user, whose identity encrypts to \( c \).

Specifically, we consider a group of \( N = 2^\ell \) users, where each user is identified by a string \( d \in \{0, 1\}^\ell \) denoting the binary representation of his index in the group. Let \( n, m, q, \beta, k \) be integers (to be determined later). Our scheme operates within the structure of a Bonsai tree of hard random lattices ([42], see also Section 2.3.9), namely, a uniformly random matrix \( A = [A_0 | A_0 A_1 | \ldots | A_0 A_1] \in \mathbb{Z}_q^{n \times (2^\ell + 1)m} \), and a uniformly random vector \( u \in \mathbb{Z}_q^n \). Initially, the group user with identity \( d = d[1] \ldots d[\ell] \in \{0, 1\}^\ell \) is issued a Bonsai signature of his identity, that is a small vector \( z \in \mathbb{Z}^{(\ell + 1)m} \), such that \( \|z\|_\infty \leq \beta \) and \( A_d \cdot z = u \mod q \), where \( A_d = [A_0 | A_1 d[1] | \ldots | A_1 d[\ell]] \in \mathbb{Z}_q^{n \times (\ell + 1)m} \) - a “subtree” defined by \( d \). In other words, \( z \) is a solution to the ISIS\(_{\infty}(n, (\ell + 1)m, q, \beta) \) instance \((A_d, u)\).

To prove that he “knows the secret key of group user with identity \( d' \) without leaking \( z \), the user can run a ZKP\( oK \) for RISIS\(_{\infty}(n, (\ell + 1)m, q, \beta) \) with common input \((A_d, u)\), using \( z \) as the witness. As we have seen in Chapter 3, there are several proof systems for this task, among which Stern\( \text{Ext} \) provides the strongest security guarantee.

At this stage, one can obtain a secure identity-based identification scheme (see Section 5.2), but it is insufficient for our purposes: to achieve anonymity, the group user also has to hide his identity \( d \), and hence the matrix \( A_d \) should not be explicitly given. This raises an interesting question: If the verifier does not know \( A_d \), how

---

2 This is a common strategy in constructing compact group signature schemes. The technique was first introduced in the Boyen-Waters group signature [30], and was first adapted to lattice-based group signatures in the LLLS scheme [88].
could he be convinced that $A_d \cdot z = u \mod q$?

To address the above question, we introduce the following extension: we add $\ell$ suitable zero-blocks of size $m$ to vector $z$ to obtain the extended vector

$$x = (x_0 \| x_0^1 \| x_1 \| \ldots \| x_0^\ell \| x_1^\ell) \in \mathbb{Z}^{(2\ell + 1)m},$$

where the added zero-blocks are $x_1^{1-d[1]}, \ldots, x_1^{1-d[\ell]}$. We then have $\|x\|_\infty \leq \beta$, and $A \cdot x = u \mod q$. Namely, $x$ is a solution to the $\text{ISIS}^\infty(n, (2\ell + 1)m, q, \beta)$ instance given by the whole Bonsai tree, with an additional constraint: for each $i \in [\ell]$, one of the two blocks $x_i^0, x_i^1$ must be zero, where the arrangement of the zero-blocks is determined by $d$. To prove in zero-knowledge the possession of such a vector $x$, we employ the $\text{SternExt}$ proof system, together with a “one-time pad” technique for hiding the user identity $d$.

The technique is as follows. In each round of the protocol, the user samples a fresh uniformly random $e \in \{0, 1\}^\ell$ and permutes the blocks of $x$ to obtain the permuted vector $v$, whose zero-blocks are arranged according to $d \oplus e$ (where $\oplus$ denotes the bit XOR operation). Depending on the verifier’s challenge, the user later will either reveal $e$, or reveal $d \oplus e$ and show that $v$ has the correct shape determined by $d \oplus e$. Since $d \oplus e$ is uniformly random over $\{0, 1\}^\ell$, the user identity $d$ is completely hidden. Combining this technique with $\text{SternExt}$, we obtain a protocol in which the prover is able to convince the verifier that he “knows the secret key of certain group user”.

The next step is to link the above protocol with the encryption layer. Our idea is as follows. Let $k_0$ be some positive integer (to be determined later). To encrypt identity $d \in \{0, 1\}^\ell$, we first map it to vector

$$y = (y_0 \| y_0^1 \| y_1 \| \ldots \| y_0^\ell \| y_1^\ell) \in \{0, 1\}^{(2\ell + 1)k_0}$$
via a bijection, where $y$ consists of $2\ell + 1$ blocks of size $k_0$ such that: for each $i \in [\ell]$, the block $y_{i - d[i]}$ is zero-block. It is important to note that the shape of $y$ is determined by $d$ in the same fashion as the shape of vector $x$ given above. We then encrypt $y$ using a variant of the Dual-Regev encryption scheme [62] to get the ciphertext $c$.

Adapting the techniques presented in Chapter 4, we can construct a statistical ZKPoPK for the underlying encryption scheme. Combining this proof system with the one obtained before, we will get an interactive protocol, in which, given $((A, u), c)$ (and the public key of the encryption scheme), the user is able to convince the verifier in zero-knowledge that he knows $x, y, d$ (and the encryption randomness) such that:

1. $\|x\| \leq \beta$ and $A \cdot x = u \mod q$.

2. $y$ encrypts to $c$.

3. $x$ and $y$ simultaneously have the correct shape determined by $d$. This is done by simultaneously applying the “one-time pad” technique above for $x$ and $y$. Namely, the user permutes $x$ and $y$ by the same permutation, and shows that the two permuted vectors have the same shape.

The obtained interactive protocol is repeated many times to make the soundness error negligibly small. Then it is transformed into a non-interactive proof $\pi$ via the Fiat-Shamir heuristic which replaces the verifier by a random oracle that takes the message to be signed as part of its input.

As a result, we obtain a group signature scheme, where the signature for message $M \in \{0, 1\}^*$ is a pair $(c, \pi)$. To open the signature, the group manager uses the decryption key to decrypt $c$ and recover $d$. The correctness of the scheme follows
from the completeness of the underlying protocol and the correctness of the encryption scheme. Furthermore, in the random oracle model, its CPA-anonymity relies on the CPA-security of the encryption scheme and the zero-knowledge property of the underlying protocol, while its traceability is based on the fact that the underlying protocol is a proof of knowledge.

6.5 The Underlying Proof System

6.5.1 Preparation

Parameters.

We use the following parameters for the protocol in Section 6.5 and for the group signature scheme in Section 6.6.

- A security parameter $n$.
- A maximum expected number of group users $N = 2^\ell \in \text{poly}(n)$.
- A prime modulus $q = \overline{O}(n^{1.5})$.
- A dimension $m \geq 2n \log q$.
- A dimension $k \geq 2n \log q$ such that $k = (2\ell + 1)k_0$ for some integer $k_0$.
- A Gaussian parameter $\sigma = \omega(\sqrt{n \log q \log n})$.
- An integer $\beta = \lceil \sigma \cdot f \rceil$, where $f \geq \omega(\sqrt{\log m})$ is some fixed function. For such $\beta$, the Gaussian distribution $\chi = D_{\mathbb{Z}, \sigma}$ is $\beta$-bounded, by Lemma 2.2.10 (item 4).
- Given $\beta$, let $p = \lceil \log \beta \rceil + 1$, and define the sequence $\beta_1, \ldots, \beta_p$ as in the SternExt proof system.
Some Specific Sets.

In our construction, we will work with vectors and permutations that possess special structures. For convenience, we propose the notations of some specific sets, that will be extensively used for describing the scheme.

1. Given a binary string \( d = d[1]\ldots d[\ell] \in \{0, 1\}^\ell \), we propose the following notations:

   - **Secret\((d)\)**: The set of all vectors \( x = (x_0 || x_1^0 || x_1^1 || \ldots || x_\ell^0 || x_\ell^1) \in \mathbb{Z}^{(2\ell + 1)m} \) consisting of \( 2\ell + 1 \) blocks of size \( m \), such that \( \|x\|_\infty \leq \beta \), and the following \( \ell \) blocks are zero-blocks \( 0^m \): \( x_1^{1-d[1]}, \ldots, x_\ell^{1-d[\ell]} \). Specifically, **Secret\((d)\)** will serve as the set of all the potential valid secret keys of group user with index \( d \) in the scheme.

   - **SecretExt\((d)\)**: The set of all vectors \( z = (z_0 || z_1^0 || z_1^1 || \ldots || z_\ell^0 || z_\ell^1) \in \{-1, 0, 1\}^{(2\ell + 1)3m} \) consisting of \( 2\ell + 1 \) blocks of size \( 3m \), such that the \( \ell + 1 \) blocks \( z_0, z_1^{d[1]}, \ldots, z_\ell^{d[\ell]} \) are elements of \( B_{3m} \), and the remaining \( \ell \) blocks \( z_1^{1-d[1]}, \ldots, z_\ell^{1-d[\ell]} \) are zero-blocks \( 0^{3m} \). Specifically, assuming that \( x \in \text{Secret}(d) \), then after applying the Decomposition-Extension technique (see below) to \( x \), one will obtain \( \lfloor \log \beta \rfloor + 1 \) vectors \( z_j \in \text{SecretExt}(d) \).

   - Let \( y = (y_0 || y_1^0 || y_1^1 || \ldots || y_\ell^0 || y_\ell^1) \) be a \( \{0, 1\} \) vector in dimension \( k = (2\ell + 1) \cdot k_0 \), which consists of \( 2\ell + 1 \) blocks of size \( k_0 \). We say that \( y = \text{IdExt}(d) \) if the followings hold: \( y_0 = 1^{k_0} \) and for all \( i \in [\ell] \): \( y_i^{d[i]} = 1^{k_0} \), \( y_i^{1-d[i]} = 0^{k_0} \).

   In the scheme, to encrypt \( d \), we first map it to \( \text{IdExt}(d) \). It can be checked that, there is a bijection between the set \( \{0, 1\}^\ell \), and the set \( \{\text{IdExt}(d) \mid d \in \{0, 1\}^\ell \} \).

2. Given a vector \( z = (z_0 || z_1^0 || z_1^1 || \ldots || z_\ell^0 || z_\ell^1) \in \mathbb{Z}^{(2\ell + 1)3m} \) consisting of \( 2\ell + 1 \) blocks of
size $3m$, we define the following two sets of permutations of $z$:

- The set $S$ of all permutations that keep the arrangement of the blocks. Specifically, if $\pi \in S$, then

$$\pi(z) = (\tau_0(z_0) \| \tau^0_1(z^1_0) \| \tau^1_1(z^1_1) \| \ldots \| \tau^0_\ell(z^0_\ell) \| \tau^1_\ell(z^1_\ell)),$$

where $\tau_0, \tau^0_1, \ldots, \tau^0_\ell, \tau^1_\ell$ are certain permutations of $3m$ elements.

- The set $T = \{T_e \mid e \in \{0, 1\}^\ell\}$, where for $e = e[1] \ldots e[\ell]$, $T_e \in T$ rearranges the blocks as follows:

$$T_e(z) = (z_0 \| z^e_1 \| z^1_1 \| \ldots \| z^e_\ell \| z^1_\ell),$$

In particular, given $d, e \in \{0, 1\}^\ell, \pi \in S; z \in \mathbb{Z}^{(2\ell+1)3m}$, and a $k$-dimensional vector $y$, it can be checked that:

$$\begin{align*}
\left\{ \begin{array}{l}
z \in \text{SecretExt}(d) \iff \pi(z) \in \text{SecretExt}(d) \iff T_e \circ \pi(z) \in \text{SecretExt}(d \oplus e), \\
y = \text{IdExt}(d) \iff T'_e(y) = \text{IdExt}(d \oplus e).
\end{array} \right.
\end{align*}$$

3. Given a vector $y = (y_0\|y^0_1\|y^1_1\|\ldots\|y^0_\ell\|y^1_\ell) \in \mathbb{Z}_{k_0}^k$ consisting of $2\ell + 1$ blocks of size $k_0$, we define the set $T' = \{T'_e \mid e \in \{0, 1\}^\ell\}$ of permutations of $y$, such that for $e = e[1] \ldots e[\ell]$, $T'_e \in T'$ rearranges the blocks of $y$ as follows:

$$T'_e(y) = (y_0\|y^e_1\|y^{1-e}_1\|\ldots\|y^e_\ell\|y^{1-e}_\ell).$$

In particular, given $d, e \in \{0, 1\}^\ell$, $\pi \in S; z \in \mathbb{Z}^{(2\ell+1)3m}$, and a $k$-dimensional vector $y$, it can be checked that:

$$\begin{align*}
\left\{ \begin{array}{l}
z \in \text{SecretExt}(d) \iff \pi(z) \in \text{SecretExt}(d) \iff T'_e \circ \pi(z) \in \text{SecretExt}(d \oplus e), \\
y = \text{IdExt}(d) \iff T'_e(y) = \text{IdExt}(d \oplus e).
\end{array} \right.
\end{align*}$$

**The Decomposition-Extension Technique**

Adapting the Decomposition-Extension technique in Section 3.3.2, we construct the following procedures:
• **Witness Decomposition and Extension.** On input $\mathbf{x} \in \text{Secret}(d)$ for some $d = d[1]\ldots d[\ell] \in \{0, 1\}^{\ell}$, the procedure $\text{WitnessDE}$ outputs $p$ vectors $\mathbf{z}_1, \ldots, \mathbf{z}_p \in \text{SecretExt}(d)$. This procedure works as follows:

1. Write vector $\mathbf{x}$ as the concatenation of $2\ell + 1$ blocks of size $m$, namely:

   $$\mathbf{x} = (\mathbf{x}_0 \parallel \mathbf{x}_0^1 \parallel \mathbf{x}_1 \parallel \mathbf{x}_1^1 \parallel \ldots \parallel \mathbf{x}_0^{\ell} \parallel \mathbf{x}_1^{\ell}).$$

2. Run $\text{VectorDE}_{m, \beta}$ on each of the $\ell + 1$ blocks $\mathbf{x}_0, \mathbf{x}_0^{d[1]}, \ldots, \mathbf{x}_0^{d[\ell]}$ to obtain $(\ell + 1)p$ vectors in $B_{3m}$, denoted respectively by

   $$\{w_{0,j}^0\}_{j=1}^p, \{w_{0,j}^1\}_{j=1}^p, \ldots, \{w_{0,j}^{d[\ell]}\}_{j=1}^p.$$

3. Create $\ell p$ zero-vectors of dimension $3m$, and denote them by

   $$\{w_{1,j}^{1-d[1]}\}_{j=1}^p, \ldots, \{w_{\ell,j}^{1-d[\ell]}\}_{j=1}^p.$$

4. For each $j \in [p]$, let $\mathbf{z}_j = (w_{0,j}^0 \parallel w_{0,j}^1 \parallel w_{1,j}^1 \parallel \ldots \parallel w_{\ell,j}^{d[\ell]}).$

5. Output $\mathbf{z}_1, \ldots, \mathbf{z}_p \in \text{SecretExt}(d)$.

• **Matrix Extension.** On input $\mathbf{A} \in \mathbb{Z}_q^{n \times (2\ell+1)m}$, the following procedure $\text{GS-MatrixExt}$ outputs $\mathbf{A}^* \in \mathbb{Z}_q^{n \times (2\ell+1)3m}$:

1. Write $\mathbf{A}$ as the concatenation of $2\ell + 1$ component-matrices in $\mathbb{Z}_q^{n \times m}$:

   $$\mathbf{A} = [\mathbf{A}_0 | \mathbf{A}_0^0 | \mathbf{A}_1 | \ldots | \mathbf{A}_0^\ell | \mathbf{A}_1^\ell].$$

2. Append $2m$ zero-columns to each of the component-matrices to obtain

   $$\overline{\mathbf{A}}_0, \overline{\mathbf{A}}_0^0, \overline{\mathbf{A}}_1, \ldots, \overline{\mathbf{A}}_\ell, \overline{\mathbf{A}}_\ell^\ell,$$

   respectively.

3. Output $\mathbf{A}^* = [\overline{\mathbf{A}}_0 | \overline{\mathbf{A}}_1 | \ldots | \overline{\mathbf{A}}_\ell | \overline{\mathbf{A}}_\ell^\ell].$
In particular, let \( \{ z_j \}_{j=1}^p \leftarrow \text{WitnessDE}(x) \) and \( A^* \leftarrow \text{GS-MatrixExt}(A) \) then we have \( A \cdot x = A^* \cdot (\sum_{j=1}^p \beta_j \cdot z_j) \mod q \). Therefore, in the protocol in Section 6.5, in order to prove that \( x \in \text{Secret}(d) \) for some \( d \in \{0,1\}^\ell \), and \( A \cdot x = u \mod q \), one can instead prove that \( A^* (\sum_{j=1}^p \beta_j \cdot z_j) = u \mod q \), and that

\[
\forall j \in [p], \forall \pi_j \in \mathcal{S}, \forall e \in \{0,1\}^\ell : T_e \circ \pi_j(z_j) \in \text{SecretExt}(d \oplus e), \tag{6.2}
\]

where (6.2) follows from the fact that \( z_j \in \text{SecretExt}(d) \) for all \( j \in [p] \), and from (6.1).

### 6.5.2 The Interactive Protocol

The underlying proof system for our lattice-based group signature scheme is a ZKPoK for the relation \( R_{\text{LGS}} \) defined as follows.

**Definition 6.5.1.**

\[
\begin{align*}
R_{\text{LGS}} = \left\{ (A, B, u, c) \right. & \left. \in (\mathbb{Z}_q^{n \times (2\ell+1)m} \times \mathbb{Z}_q^{n \times k} \times \mathbb{Z}_q^n \times \mathbb{Z}_q^k) \times \mathbb{Z}^{(2\ell+1)m} \times \\
& \times \{0,1\}^k \times \mathbb{Z}_q^n \times \mathbb{Z}_q^n \times \{0,1\}^\ell : (x \in \text{Secret}(d)) \land (y = \text{IdExt}(d)) \land (\|e\|_\infty \leq \beta) \land \\
& \quad (A \cdot x = u \mod q) \land (B^T \cdot s + 2 \cdot e + y = c \mod q) \right\}.
\end{align*}
\]

**The Interactive Protocol.**

In the interactive protocol, the common input is \( (A, B, u, c) \), and prover’s auxiliary input is \( (x, y, e, s, d) \). Roughly speaking, there are 3 facts that prover has to convince the verifier in zero-knowledge simultaneously:

1. The prover knows \( x \in \mathbb{Z}^{(2\ell+1)m} \) such that \( A \cdot x = u \mod q \). This can be done by using the \textbf{SternExt} proof system for the \textbf{ISIS}^{\infty} problem (in Section 3.3).
   
Prior to the interaction, both prover and verifier create the extended matrix \( A^* \leftarrow \text{GS-MatrixExt}(A) \); while the prover performs the Decomposition-
Extension technique in Section 6.5.1 on \( x \): Let \( \{z_j\}_{j=1}^p \leftarrow \text{WitnessDE}(x) \). In the protocol, the prover convinces the verifier that \( A^* \cdot (\sum_{j=1}^p \beta_j \cdot z_j) = u \mod q \).

2. The prover knows \( s, \ e, \) and \( y \) such that \( B^T \cdot s + 2 \cdot e + y = c \mod q \) and \( \|e\|_\infty \leq \beta \). This can be done by adapting the technique used in the proof of plaintext knowledge for the Dual-Regev encryption scheme (see Section 4.3).

To realize this, assume that the common input implicitly includes the matrix \( E^* = [2 \cdot I_k \mid 0^{k \times 2k}] \in \{0, 2\}^{k \times 3k} \), where \( I_k \) is the identity matrix of order \( k \), and \( 0^{k \times 2k} \) denotes the zero-matrix with \( k \) rows and \( 2k \) columns. Prior to the interaction, the prover applies the Decomposition-Extension technique in Section 3.3.2 to vector \( e \): Let \( \{f_j\}_{j=1}^p \leftarrow \text{VectorDE}_{k, \beta}(e) \). In the protocol, the prover convinces the verifier that

\[
B^T \cdot s + E^* \cdot (\sum_{j=1}^p \beta_j \cdot f_j) + y = c \mod q \quad \text{and} \quad \forall j \in [p] : f_j \in B_{3k}.
\]

3. \( x \in \text{Secret}(d) \) and \( y = \text{IdExt}(d) \) for some (secret) \( d \in \{0, 1\}^\ell \). Namely, the following conditions must simultaneously hold: \( \|x\|_\infty \leq \beta ; \|y\|_\infty = 1 \); and \( x \) and \( y \) have the “same internal structure”, i.e., their zero-blocks are arranged in the same fashion, determined by some string \( d \), while the non-zero blocks of \( y \) are all \( 1^k \). It follows from (6.1) and (6.2), that, it can be done by proving that: \( \forall j \in [p], \forall \pi_j \in S, \forall e \in \{0, 1\}^\ell : \)

\[
T_e \circ \pi_j(z_j) \in \text{SecretExt}(d \oplus e) \quad \text{and} \quad T'_e(y) = \text{IdExt}(d \oplus e);
\]

Putting everything together, we obtain a proof system for the relation \( R_{\text{LGS}} \). Let \( \text{COM} \) be the KTX string commitment scheme \([85]\), which is statistically hiding and computationally binding. The protocol is as follows:
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1. **Commitment.** Prover $P$ samples

$$
\begin{aligned}
&\begin{cases}
e \in \{0,1\}^\ell; \ g \xleftarrow{\$} \mathbb{Z}_q^n; \ r_y \xleftarrow{\$} \mathbb{Z}_q^k; \\
r_z^{(1)}, \ldots, r_z^{(p)} \xleftarrow{\$} \mathbb{Z}_q^{(2\ell+1)-3m}; \ r_f^{(1)}, \ldots, r_f^{(p)} \xleftarrow{\$} \mathbb{Z}_q^{3k}; \\
\pi_1, \ldots, \pi_p \xleftarrow{\$} \mathcal{S}; \ \sigma_1, \ldots, \sigma_p \xleftarrow{\$} \mathcal{S}_{3k},
\end{cases}
\end{aligned}
$$

and sends the commitment $CMT := (c_1, c_2, c_3)$, where

$$
\begin{aligned}
c_1 &= \text{COM} \left( e, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, A^* \cdot \left( \sum_{j=1}^p \beta_j \cdot r_z^{(j)} \right) \right) \mod q, \\
&\quad \left( B^T \cdot g + E^* \cdot \left( \sum_{j=1}^p \beta_j \cdot r_f^{(j)} \right) + r_y \mod q \right) \\
c_2 &= \text{COM} \left( \{T_e \circ \pi_j(r_z^{(j)})\}_{j=1}^p, \{\sigma_j(r_f^{(j)})\}_{j=1}^p, T'_e(r_y) \right) \\
c_3 &= \text{COM} \left( \{T_e \circ \pi_j(z_j + r_z^{(j)})\}_{j=1}^p, \{\sigma_j(f_j + r_f^{(j)})\}_{j=1}^p, T'_e(y + r_y) \right).
\end{aligned}
$$

2. **Challenge.** Receiving $CMT$, $V$ sends a challenge $Ch \xleftarrow{\$} \{1,2,3\}$ to $P$.

3. **Response.** Prover $P$ replies as follows:

- If $Ch = 1$, then reveal $c_2$ and $c_3$. Let $d_1 = d \oplus e$, $v_y = T'_e(y)$, $w_y = T'_e(r_y)$, and for each $j \in [p]$ let

$$
\begin{aligned}
v_z^{(j)} &= T_e \circ \pi_j(z_j); \ w_z^{(j)} = T_e \circ \pi_j(r_z^{(j)}) \\
v_f^{(j)} &= \sigma_j(f_j); \ w_f^{(j)} = \sigma_j(r_f^{(j)}).
\end{aligned}
$$

Send

$$
\text{RSP} = (d_1, v_y, w_y, \{v_z^{(j)}\}_{j=1}^p, \{w_z^{(j)}\}_{j=1}^p, \{v_f^{(j)}\}_{j=1}^p, \{w_f^{(j)}\}_{j=1}^p). \quad (6.3)
$$
• If $Ch = 2$, then reveal $c_1$ and $c_3$. Let

\[
\begin{cases}
  d_2 = e; \ g_2 = s + g; \ t_y = y + r_y \\
  \forall j \in [p]: \ \phi_j = \pi_j; \ \rho_j = \sigma_j; \ t_z^{(j)} = z_j + r_z^{(j)}; \ t_f^{(j)} = f_j + r_f^{(j)}.
\end{cases}
\]

Send

\[
\text{RSP} = (d_2, g_2, t_y, \{\phi_j\}_{j=1}^p, \{\rho_j\}_{j=1}^p, \{t_z^{(j)}\}_{j=1}^p, \{t_f^{(j)}\}_{j=1}^p).
\] (6.4)

• If $Ch = 3$, then reveal $c_1$ and $c_2$. Let

\[
\begin{cases}
  d_3 = e; \ g_3 = g; \ h_y = r_y \\
  \forall j \in [p]: \ \psi_j = \pi_j; \ \xi_j = \sigma_j; \ h_z^{(j)} = r_z^{(j)}; \ h_f^{(j)} = r_f^{(j)}.
\end{cases}
\]

Send

\[
\text{RSP} = (d_3, g_3, h_y, \{\psi_j\}_{j=1}^p, \{\xi_j\}_{j=1}^p, \{h_z^{(j)}\}_{j=1}^p, \{h_f^{(j)}\}_{j=1}^p).
\] (6.5)

**Verification.** Receiving the response RSP, verifier $V$ performs the following checks:

• If $Ch = 1$: Parse RSP as in (6.3). Check that $v_y = \text{IdExt}(d_1)$; and for all $j \in [p]$: $v_f^{(j)} \in \mathcal{B}_{3k}$, $v_z^{(j)} \in \text{SecretExt}(d_1)$; and

\[
\begin{cases}
  c_2 = \text{COM}\left(\{w_z^{(j)}\}_{j=1}^p, \{w_f^{(j)}\}_{j=1}^p, w_y\right) \\
  c_3 = \text{COM}\left(\{v_z^{(j)} + w_z^{(j)}\}_{j=1}^p, \{v_f^{(j)} + w_f^{(j)}\}_{j=1}^p, v_y + w_y\right)
\end{cases}
\]
• If $Ch = 2$: Parse RSP as in (6.4). Check that

\[
\begin{align*}
    c_1 &= \text{COM}\left(d_2, \{\phi_j\}_{j=1}^p, \{\rho_j\}_{j=1}^p, A^* \cdot (\sum_{j=1}^p \beta_j \cdot t(z^{(j)}) - u \mod q),
                    B^T \cdot g_2 + E^* \cdot (\sum_{j=1}^p \beta_j \cdot t(r^{(j)}) + t(y - c \mod q))\right), \\
    c_2 &= \text{COM}\left(\{T_{d_2} \circ \phi_j(t(z^{(j)})\}_{j=1}^p, \{\rho_j(t(r^{(j)})\}_{j=1}^p, T_{d_2}'(t(y))\right), \\
    c_3 &= \text{COM}\left(\{T_{d_2} \circ \phi_j\}_{j=1}^p, \{\rho_j(t(f^{(j)})\}_{j=1}^p, A^* \cdot (\sum_{j=1}^p \beta_j \cdot t(z^{(j)}) - u \mod q),
                    B^T \cdot g_2 + E^* \cdot (\sum_{j=1}^p \beta_j \cdot t(r^{(j)}) + t(y - c \mod q))\right).
\end{align*}
\]

• If $Ch = 3$: Parse RSP as in (6.5). Check that

\[
\begin{align*}
    c_1 &= \text{COM}\left(d_3, \{\psi_j\}_{j=1}^p, \{\xi_j\}_{j=1}^p, A^* \cdot (\sum_{j=1}^p \beta_j \cdot h(z^{(j)}) \mod q),
                    B^T \cdot g_3 + E^* \cdot (\sum_{j=1}^p \beta_j \cdot h(r^{(j)}) + h(y) \mod q)\right), \\
    c_2 &= \text{COM}\left(\{T_{d_3} \circ \psi_j(h(z^{(j)})\}_{j=1}^p, \{\xi_j(h(r^{(j)})\}_{j=1}^p, T_{d_3}'(h(y))\right).
\end{align*}
\]

In each case, verifier $V$ outputs the decision 1 (Accept) if and only if all the conditions hold. Otherwise, he outputs 0 (Reject).

We first summarize the properties of the above proof system in the following theorem.

**Theorem 6.5.2.** The given proof system is a statistical ZKPoK for the relation $R_{LGS}$, where each round of the protocol has perfect completeness, knowledge error $2/3$, and communication cost $p \cdot \log q \cdot (\tilde{O}(\ell \cdot m) + \tilde{O}(k))$.

**Completeness.** We observe that, if the honest prover, who has a valid witness for the relation $R_{LGS}$, follows the protocol, then he is always accepted by the verifier. Therefore, the proof system has perfect completeness.

**Communication cost.** The commitment CMT has bit-size $3n \log q$. The size of the response RSP is bounded by the sizes of a string in $\{0, 1\}^\ell$; two vectors in $\mathbb{Z}_q^k$; $2p$ vectors in $\mathbb{Z}_q^{(2\ell+1)3m}$; $2p$ vectors in $\mathbb{Z}_q^{3k}$; $p$ permutations of $(2\ell + 1)3m$ elements and $p$
permutations of $3k$ elements. Hence, the overall cost is $p \cdot \log q \cdot (\tilde{O}(\ell \cdot m) + \tilde{O}(k))$. If we evaluate the efficiency of the protocol based on two primary parameters $\ell$ and $n$, then, given our parameters setting, the interaction transcript has bit-size $\tilde{O}(n \cdot \ell)$.

**Statistical Zero-knowledge**

We now prove that the given proof system is statistically zero-knowledge.

**Lemma 6.5.3.** If COM is a statistically hiding string commitment scheme, then the given proof system for $RLGS$ is statistically zero-knowledge. In particular, there exists an efficient simulator, which has black-box access to a (possibly cheating) verifier $\hat{V}$, such that on input $(A, B, u, c)$ (and implicitly, $E^*$), outputs with probability $2/3$ a successful transcript, the distribution of which is statistically close to that in the real interaction.

**Proof.** We adapt the simulation technique for the **SternExt** proof system to construct a simulator satisfying the conditions of the lemma. The simulator begins by selecting a random $\overline{Ch} \in \{1, 2, 3\}$ (a prediction of the challenge value that $\hat{V}$ will not choose), and a random tape $r'$ of $\hat{V}$.

**Case $\overline{Ch} = 1$:** The simulator proceeds as follows:

1. Compute $z'_1, \ldots, z'_p \in \mathbb{Z}_{q}^{(2\ell+1)3m}$ such that $A^* \cdot (\sum_{j=1}^p \beta_j \cdot z'_j) = u \mod q$. This can efficiently be done using linear algebra.

2. Pick $s' \xleftarrow{\$} \mathbb{Z}_q^n$, $f'_1, \ldots, f'_p \xleftarrow{\$} \mathbb{Z}_{3q}^{3k}$, and compute $y' = c - B^T \cdot s' - E^* \cdot (\sum_{j=1}^p \beta_j \cdot f'_j) \mod q$, so that $B^T \cdot s' + E^* \cdot (\sum_{j=1}^p \beta_j \cdot f'_j) + y' = c \mod q$.

3. Sample

$$\begin{cases}
\rho'_1, \rho'_2, \rho'_3 \xleftarrow{\$} \{0, 1\}^n; & d', e \in \{0, 1\}^\ell; & g \xleftarrow{\$} \mathbb{Z}_q^n; & r_y \xleftarrow{\$} \mathbb{Z}_q^k; \\
\left(r_z^{(1)}, \ldots, r_z^{(p)} \xleftarrow{\$} \mathbb{Z}_q^{(2\ell+1)3m}; \right) & \left( r^{(1)}_1, \ldots, r^{(p)}_1 \xleftarrow{\$} \mathbb{Z}_q^{3k}; \right) \\
\pi_1, \ldots, \pi_p \xleftarrow{\$} S; & \sigma_1, \ldots, \sigma_p \xleftarrow{\$} S_{3k},
\end{cases}$$
and send the commitment $CMT := (c'_1, c'_2, c'_3)$, where

\[
\begin{cases}
  c'_1 = \text{COM}\left(e, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, A^* \cdot \left(\sum_{j=1}^p \beta_j \cdot r^{(j)}_z\right) \mod q, \\
  \quad B^T \cdot g + E^* \cdot \left(\sum_{j=1}^p \beta_j \cdot r^{(j)}_f\right) + r_y \mod q; \rho'_1\right)
\end{cases}
\]

\[
\begin{cases}
  c'_2 = \text{COM}\left(\{T_e \circ \pi_j(r^{(j)}_z)\}_{j=1}^p, \{\sigma_j(r^{(j)}_f)\}_{j=1}^p, T'_e(r_y); \rho'_2\right)
\end{cases}
\]

\[
\begin{cases}
  c'_3 = \text{COM}\left(\{T_e \circ \pi_j(z'_j + r^{(j)}_z)\}_{j=1}^p, \{\sigma_j(f'_j + r^{(j)}_f)\}_{j=1}^p, T'_e(y' + r_y); \rho'_3\right).
\end{cases}
\]

Receiving a challenge $Ch$ from $\hat{V}$:

- If $Ch = 1$: Output $\perp$ and abort.
- If $Ch = 2$: Set

  \[
  \text{RSP} := (d' + e, s' + g, y' + r_y, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, \{z'_j + r^{(j)}_z\}_{j=1}^k, \{f'_j + r^{(j)}_f\}_{j=1}^p),
  \]

  and outputs $(r'; CMT; 2; \text{RSP}; \rho'_1, \rho'_3)$.
- If $Ch = 3$: Set $\text{RSP} := (e, g, r_y, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, \{r^{(j)}_z\}_{j=1}^p, \{r^{(j)}_f\}_{j=1}^p)$, and output $(r'; CMT; 3; \text{RSP}; \rho'_1, \rho'_2)$.

**Case $\overline{Ch} = 2$:** The simulator samples

\[
\begin{cases}
  \rho'_1, \rho'_2, \rho'_3 \leftarrow 0, 1^n; \ d' \in \{0, 1\}^\ell; \ g \leftarrow \mathbb{Z}_q^n; \ r_y \leftarrow \mathbb{Z}_q^k; \ z'_1, \ldots, z'_p \leftarrow \text{SecretExt}(d'); \ r^{(1)}_z, \ldots, r^{(p)}_z \leftarrow \mathbb{Z}_q^{(2\ell+1) \cdot 3m}; \ f'_1, \ldots, f'_p \leftarrow \mathcal{B}_3k; \ r^{(1)}_f, \ldots, r^{(p)}_f \leftarrow \mathbb{Z}_q^{3k}; \ \\
  \pi_1, \ldots, \pi_p \leftarrow \mathcal{S}; \ \sigma_1, \ldots, \sigma_p \leftarrow \mathcal{S}_{3k}.
\end{cases}
\]
It then sets $y' = \text{IdExt}(d')$, and sends the commitment $CMT := (c'_1, c'_2, c'_3)$, where

$$c'_1 = \text{COM}(e, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, A^* \cdot (\sum_{j=1}^p \beta_j \cdot r_{f_j}^{(j)}) \mod q, \ B^T \cdot g + E^* \cdot (\sum_{j=1}^p \beta_j \cdot r_{f_j}^{(j)}) + r_y \mod \rho'_1)$$

$$c'_2 = \text{COM}(\{T_e \circ \pi_j(r_{x_j}^{(j)})\}_{j=1}^p, \{\sigma_j(r_{f_j}^{(j)})\}_{j=1}^p, T'_e(r_y); \rho'_2)$$

$$c'_3 = \text{COM}(\{T_e \circ \pi_j(z'_j + r_{x_j}^{(j)})\}_{j=1}^p, \{\sigma_j(f'_j + r_{f_j}^{(j)})\}_{j=1}^p, T'_e(y' + r_y); \rho'_3).$$

Receiving a challenge $Ch$ from $\hat{V}$:

- If $Ch = 1$: Let $RSP$ be the tuple:
  $$\left( d' \oplus e, T'_e(y'), T'_e(r_y), \{T_e \circ \pi_j(z'_j)\}_{j=1}^p, \{T_e \circ \pi_j(r_{x_j}^{(j)})\}_{j=1}^p, \{\sigma_j(r_{f_j}^{(j)})\}_{j=1}^p, \{\sigma_j(f'_j)\}_{j=1}^p \right),$$
  and output $(r'; \text{CMT}; 1; \text{RSP}; \rho'_2, \rho'_3)$.

- If $Ch = 2$: Output $\bot$ and abort.

- If $Ch = 3$: Set $RSP := (e, g, r_y, \{\pi_j\}_{j=1}^p, \{\sigma_j\}_{j=1}^p, \{r_{x_j}^{(j)}\}_{j=1}^p, \{r_{f_j}^{(j)}\}_{j=1}^p)$, and output $(r'; \text{CMT}; 3; \text{RSP}; \rho'_1, \rho'_2)$.

**Case $\overline{Ch} = 3$:** The simulator proceeds the preparation as in the case $\overline{Ch} = 2$ above, and additionally picks $s' \leftarrow \mathbb{Z}_q^n$. Then it sends the commitment $CMT := (c'_1, c'_2, c'_3)$,
where:

\[
\begin{align*}
\mathbf{c}_1' &= \text{COM} \left( e, \{ \pi_j \}_{j=1}^p, \{ \sigma_j \}_{j=1}^p, \mathbf{A}^* \cdot \left( \sum_{j=1}^p \beta_j \cdot (z'_j + r^{(j)}_z) \right) \right) - u \mod q, \\
\mathbf{b}_1' &= \mathbf{B}^T \cdot (s' + g) + \mathbf{E}^* \cdot \left( \sum_{j=1}^p \beta_j \cdot (f'_j + r^{(j)}_f) \right) + (y' + r_y) - c' \mod q; \rho_1'
\end{align*}
\]

\[
\begin{align*}
\mathbf{c}_2' &= \text{COM} \left( \{ T_e \circ \pi_j(r^{(j)}_z) \}_{j=1}^p, \{ \sigma_j(r^{(j)}_f) \}_{j=1}^p, T_e(r_y); \rho_2' \right) \\
\mathbf{c}_3' &= \text{COM} \left( \{ T_e \circ \pi_j(z'_j + r^{(j)}_z) \}_{j=1}^p, \{ \sigma_j(f'_j + r^{(j)}_f) \}_{j=1}^p, T_e(y' + r_y); \rho_3' \right)
\end{align*}
\]

Receiving a challenge \( Ch \) from \( \hat{V} \):

- If \( Ch = 1 \): Let RSP be the tuple

\[
(d' \oplus e, T'_e(y'), T'_e(r_y), \{ T_e \circ \pi_j(z'_j) \}_{j=1}^p, \{ T_e \circ \pi_j(r^{(j)}_z) \}_{j=1}^p, \{ \sigma_j \}_{j=1}^p, \{ \sigma_j(r^{(j)}_f) \}_{j=1}^p, \{ \sigma_j(f'_j) \}_{j=1}^p, \{ \sigma_j(r^{(j)}_f) \}_{j=1}^p),
\]

and output \((r'; \text{CMT}; 1; \text{RSP}; \rho_2'; \rho_3')\).

- If \( Ch = 2 \): Set

\[
\text{RSP} := (d' \oplus e, s' + g, y' + r_y, \{ \pi_j \}_{j=1}^p, \{ \sigma_j \}_{j=1}^p, \{ z'_j + r^{(j)}_z \}_{j=1}^k, \{ f'_j + r^{(j)}_f \}_{j=1}^k),
\]

and output \((r'; \text{CMT}; 2; \text{RSP}; \rho_1'; \rho_3')\).

- If \( Ch = 3 \): Output \( \bot \) and abort.

We observe that, in every case we have considered above, since COM is statistically hiding, the distribution of the commitment CMT and the challenge \( Ch \) from \( \hat{V} \) are statistically close to those in the real interaction. Hence, the probability that the simulator outputs \( \bot \) is negligibly close to \( \frac{1}{3} \). Moreover, one can check that whenever the simulator does not halt, it will provide a successful transcript, and the
distribution of the transcript is statistically close to that of the prover in the real interaction. Hence, we have constructed a simulator that can successfully impersonate the honest prover with probability \( \frac{2}{3} \), and completed the proof.

\[ \square \]

**Proof of Knowledge.**

The following lemma states that the given proof system is a proof of knowledge for the relation \( R_{LGS} \) with knowledge error \( \frac{2}{3} \).

**Lemma 6.5.4.** Assume that \( COM \) is a computationally binding string commitment scheme. Then there exists a knowledge extractor \( K \) such that the following holds. If \( K \) has access to a cheating prover who convinces the verifier on input \( (A, B, u, c) \) (and implicitly, \( E^* \)) with probability \( \frac{2}{3} + \epsilon \) for some \( \epsilon > 0 \) and in time \( T \), then with overwhelming probability and in time \( T \cdot \text{poly}(n, m, k, \log q, 1/\epsilon) \), \( K \) outputs \( (x', y', e', s', d') \) such that:

\[
((A, B, u, c), x', y', e', s', d') \in R_{LGS}.
\]

**Proof.** The proof uses the same argument as in the **SternExt** proof system (see Section 3.3.5). Namely, it can be shown that, in time \( T \cdot \text{poly}(n, m, k, \log q, 1/\epsilon) \), the knowledge extractor \( K \) can obtain with overwhelming probability 3 valid responses which correspond to all 3 challenges for the same commitment. Therefore, \( K \) can get the following relations:

1. \[
\text{COM}(d_2, \{\phi_j\}_{j=1}^p, \{\rho_j\}_{j=1}^p, A^*(\sum_{j=1}^p \beta_j t_z^{(j)}) - u, B^T g_2 + E^*(\sum_{j=1}^p \beta_j t_f^{(j)}) + t_y - c) = \text{COM}(d_3, \{\psi_j\}_{j=1}^p, \{\xi_j\}_{j=1}^p, A^*(\sum_{j=1}^p \beta_j h_{z}^{(j)}), B^T g_3 + E^*(\sum_{j=1}^p \beta_j h_{f}^{(j)} + h_y))
\]
2. \[
\text{COM}(\{w_{z}^{(j)}\}_{j=1}^p; \{w_{f}^{(j)}\}_{j=1}^p; w_y) = \text{COM}(\{T_{d_2} \circ \psi_j(h_{z}^{(j)})\}_{j=1}^p, \{\xi_j(h_{f}^{(j)})\}_{j=1}^p; T_{d_3}'(h_y))
\]
3. \[
\text{COM}(\{T_{d_2} \circ \phi_j(t_z^{(j)})\}_{j=1}^p, \{\rho_j(t_f^{(j)})\}_{j=1}^p, T_{d_3}'(t_y)) = \text{COM}(\{v_{z}^{(j)} + w_{z}^{(j)}\}_{j=1}^p; v_y + w_y;
\]
\[ v_{f}^{(j)}w_{f}^{(j)} \]
\]
4. \( v_y = \text{IdExt}(d_1); \) and for all \( j \in [p] \): \( v_f^{(j)} \in B_{3k}, v_z^{(j)} \in \text{SecretExt}(d_1). \)

Since COM is computationally binding, it then follows that:

\[
\begin{align*}
\left\{ \begin{array}{l}
d_2 = d_3; w_y = T'_{d_3}(h_y); v_y + w_y = T'_{d_3}(t_y); v_y = \text{IdExt}(d_1); \\
\forall j \in [p]: \phi_j = \psi_j; w^{(j)}_z = T_{d_3} \circ \psi_j(h^{(j)}_z); T_{d_3} \circ \phi_j(t^{(j)}_z) = v^{(j)}_f + w^{(j)}_z; \\
v^{(j)}_z \in \text{SecretExt}(d_1); \quad \rho_j = \xi_j; w^{(j)}_f = \xi_j(h^{(j)}_f); v^{(j)}_f + w^{(j)}_f = \rho_j(t^{(j)}_f); v^{(j)}_f \in B_{3k}; \\
A^*(\sum_{j=1}^p \beta_j t^{(j)}_z) - u = A^*(\sum_{j=1}^p \beta_j h^{(j)}_z) \mod q; \\
B^T g_2 + E^*(\sum_{j=1}^p \beta_j t^{(j)}_f) + t_y - c = B^T g_3 + E^*(\sum_{j=1}^p \beta_j h^{(j)}_f) + h_y \mod q.
\end{array} \right.
\]

Now, the knowledge extractor proceeds as follows:

1. Let \( d' = d_1 \oplus d_2 \).

2. Let \( y' = t_y - h_y \). Then one has \( T'_{d_2}(y') = v_y = \text{IdExt}(d_1), \) and it follows from (6.1) that \( y' = \text{IdExt}(d_1 \oplus d_2) = \text{IdExt}(d') \).

3. For each \( j \in [p] \), let \( z'_j = t^{(j)}_z - h^{(j)}_z \). Then one has \( T_{d_2} \circ \phi_j(z'_j) = v^{(j)}_z \in \text{SecretExt}(d_1), \) and, again, it follows from (6.1) that \( z'_j \in \text{SecretExt}(d') \). On the other hand, \( A^*(\sum_{j=1}^p \beta_j \cdot z'_j) = u \mod q \). Let \( \hat{x}' = \sum_{j=1}^p \beta_j \cdot z'_j \in \mathbb{Z}^{(2\ell+1)3m} \), then we have \( \|\hat{x}'\|_\infty \leq \sum_{j=1}^p \beta_j \cdot \|z'_j\|_\infty = \sum_{j=1}^p \beta_j = \beta \). Now, consider \( \hat{x}' \) as a concatenation of \( 2\ell + 1 \) blocks of size \( 3m \), and drop the last \( 2m \) coordinates in each of the blocks to obtain \( x' = (x_0 || x_1 || \ldots || x_{\ell}) \in \mathbb{Z}^{(2\ell+1)3m} \). We observe that, \( A \cdot x' = u \mod q \), and \( \|x'\|_\infty \leq \beta \). Moreover, for all \( i \in [\ell] \), the block \( x_i^{1-d'[i]} \) is zero-block \( 0^m \). In other words, we have \( x' \in \text{Secret}(d') \).
4. Let $s' = g_2 - g_3$, and for all $j \in [p]$, let $f'_j = t^{(j)}_r - h^{(j)}_r$. Then $\rho_j(f'_j) = v^{(j)}_r \in B_{3k}$, which means that $f'_j \in B_{3k}$. On the other hand, the following equation holds true:

$$B^T \cdot s' + E^t \left( \sum_{j=1}^{p} \beta_j \cdot f'_j \right) + y' = c \mod q.$$

Let $\tilde{e}' = \sum_{j=1}^{p} \beta_j \cdot f'_j \in \mathbb{Z}_{q^k}$, then $\|	ilde{e}'\|_{\infty} \leq \sum_{j=1}^{p} \beta_j \cdot \|f'_j\|_{\infty} = \sum_{j=1}^{p} \beta_j = \beta$. Now, if we drop the last $2k$ coordinates of $\tilde{e}'$ to obtain $e' \in \mathbb{Z}_q^k$, then $\|e'\|_{\infty} \leq \beta$. Moreover, one has: $B^T \cdot s' + 2 \cdot e' + y' = c \mod q$.

The knowledge extractor then outputs $(x', y', e', s', d')$ as described above. It is easy to check that

$$(A, B, u, c, x', y', e', s', d') \in R_{LGS}.$$

This concludes the proof. \qed

\section{An Improved Lattice-based Group Signature Scheme}

In this section, we present our group signature scheme $LGS$. For convenience of presentation, we used the following modified notations:

1. Instead of indexing a group user by a number $id \in \{1, \ldots, N\}$ as defined in Section 6.2, we equivalently use a binary string $d \in \{0, 1\}^\ell$, which is the binary representation of $(id - 1)$.

2. The secret key of the user is then denoted by $gsk[d]$, instead of $gsk[id]$.

\subsection{Description of the Scheme}

The scheme $LGS$ uses the parameters specified in Section 6.5.1 and a random oracle $H : \{0, 1\}^* \to \{1, 2, 3\}^t$, for some $t = \omega(\log n)$. 

Key Generation Algorithm. The randomized algorithm \text{KeyGen}(1^n, 1^N) performs the following steps:

1. Run \text{GenTrap}(1^n, 1^m, q) to obtain a matrix $A_0 \in \mathbb{Z}_q^{n \times m}$, together with a short basis $S$ of $\Lambda_q^\perp(A_0)$.

2. For $i \in [\ell]$ and $b \in \{0, 1\}$, sample $A_b^i \xleftarrow{\$} \mathbb{Z}_q^{n \times m}$, and define the matrix

\[
A = [A_0 | A_0^1 | A_1^1 | \ldots | A_0^\ell | A_1^\ell] \in \mathbb{Z}_q^{n \times (2\ell + 1) \cdot m}.
\]

3. Run \text{GenTrap}(1^n, 1^k, q) to output a matrix $B \in \mathbb{Z}_q^{n \times k}$, together with a short basis $T$ of $\Lambda_q^\perp(B)$.

4. Sample a vector $u \xleftarrow{\$} \mathbb{Z}_q^n$.

5. For group user with index $d = d[1] \ldots d[\ell] \in \{0, 1\}^\ell$, perform the following steps:

   (a) Sample $\ell$ vectors $z_1, \ldots, z_\ell \xleftarrow{\$} D_{\mathbb{Z}_m, \sigma}$. If there exists some $i \in [\ell]$, such that $\|z_i\|_\infty > \beta$, then resample $z_i$.

   (b) Compute vector $\hat{u} = u - \sum_{i=1}^\ell A_i^{d[i]} \cdot z_i \mod q$.

   (c) Sample $x_0 \xleftarrow{\$} \text{SampleD}(S, A_0, \hat{u}, \sigma)$. If $\|x_0\|_\infty > \beta$, then resample $x_0$.

   (d) Define the secret signing key $\text{gsk}[d]$ of the user as:

   \[
   \text{gsk}[d] = (x_0 \parallel x_0^1 \parallel x_1^1 \parallel \ldots \parallel x_0^\ell \parallel x_1^\ell) \in \mathbb{Z}^{(2\ell + 1) \cdot m},
   \]

   where for each $i \in [\ell]$: $x_i^{d[i]} = z_i$ and $x_i^{1-d[i]}$ is the zero-vector $0^m$.

6. Output the group public key $\text{gpk} = (A, B, u)$, the group manager’s secret key $\text{gmsk} = T$, and the vector of users’ secret keys $\text{gsk} = \{\text{gsk}[d]\}_{d \in \{0, 1\}^\ell}$. 
Remark 6.6.1. We have some observations on the behaviour of the above key generation algorithm $\text{KeyGen}(1^n, 1^N)$:

- By Theorem 2.3.3 for parameter setting $m \geq 2n \log q$ (resp. $k \geq 2n \log q$), algorithm $\text{GenTrap}(1^n, 1^m, q)$ (resp. $\text{GenTrap}(1^n, 1^k, q)$) runs in polynomial time, and the distribution of the obtained matrix $A_0$ (resp., matrix $B$) is statistically close to uniform over $\mathbb{Z}_{q}^{n \times m}$ (resp. $\mathbb{Z}_{q}^{n \times k}$). As a result, the distribution of the group public key $gpk = (A, B, u)$ is statistically close to uniform over $\mathbb{Z}_{q}^{n \times (2\ell + 1)m} \times \mathbb{Z}_{q}^{n \times k} \times \mathbb{Z}_{q}^{n}$. In particular, the pair $(A, u)$ resembles the Bonsai tree structures, while matrix $B$ and its associated trapdoor $T$ will be used for the encrypting and decrypting procedures in the signing and opening algorithms, respectively.

- By Theorem 2.3.4 for parameter setting $\sigma = \omega(\sqrt{n \log q \log n})$, the algorithm $\text{SampleD}(S, A_0, \hat{u}, \sigma)$ runs in polynomial time and produces $x_0$ sampled from the distribution $D_{\mathbb{Z}^m, \sigma}$. We note that, for each $i \in [\ell]$, the block-vector $z_i$ is also sampled from $D_{\mathbb{Z}^m, \sigma}$. Since $D_{\mathbb{Z}, \sigma}$ is a $\beta$-bounded distribution, the event that vectors $x_0, z_1, \ldots, z_\ell$ have to be resampled only happens with negligible probability. Therefore, algorithm $\text{KeyGen}(1^n, 1^N)$ runs in polynomial time.

- By construction, any valid user secret key $x \in \mathbb{Z}^{(2\ell + 1)m}$ satisfies $A \cdot x = u \mod q$, and $\|x\|_{\infty} \leq \beta$, and the zero-blocks of $x$ are arranged according to the index of the user. In other words, one can set the requirements for a valid user key $x$ as follows:

$$A \cdot x = u \mod q \text{ and } x \in \text{Secret}(d) \text{ for some } d \in \{0, 1\}^\ell.$$  

**Signing Algorithm.** Given $gpk = (A, B, u)$, to sign a message $M \in \{0, 1\}^*$ using the secret key $gsk[d]$, the user runs the the randomized algorithm $\text{Sign}(gsk[d], M)$, which perform the following steps:
1. Let $x = gsk[d]$ then $x \in \text{Secret}(d)$, and $A \cdot x = u \mod q$.

2. Let $y = \text{IdExt}(d) \in \{0, 1\}^k$, and encrypt $y$ by picking $s \leftarrow \mathbb{Z}_q$ sampling $e \leftarrow D_{Z_k, \sigma}$, then computing the ciphertext $c = B^T \cdot s + 2 \cdot e + y \mod q$.

3. Using witness $(x, y, s, e, d)$ and common input $(A, B, u, c)$ (and $M$), generate a non-interactive proof $\pi$ for the relation $R_{LGS}$. This is done by repeating $t = \omega(\log n)$ times the protocol in Section 6.5, then making it non-interactive with the Fiat-Shamir heuristic, as follows:

(a) For $j \in [t]$, compute the ‘commitment’ $\text{CMT}^{(j)}$.

(b) Invoke the random oracle: Let $\text{CH} = (\{\text{Ch}^{(j)}\}_{j=1}^t) = H(\{\text{CMT}^{(j)}\}_{j=1}^t, M, c)$.

(c) For $j \in [t]$, compute the ‘response’ $\text{RSP}^{(j)}$ with respect to $(\text{CMT}^{(j)}, \text{Ch}^{(j)})$.

(d) Return

$$\pi = (\{\text{CMT}^{(j)}\}_{j=1}^t, \{\text{Ch}^{(j)}\}_{j=1}^t, \{\text{RSP}^{(j)}\}_{j=1}^t). \quad \text{(6.6)}$$

4. Output the group signature: $\Sigma = (c, \pi)$.

**Verification Algorithm.** On input $\text{gpk} = (A, B, u)$, a message $M \in \{0, 1\}^*$, and a purported group signature $\Sigma = (c, \pi)$ on $M$, the verifier runs the deterministic algorithm $\text{Verify}(\text{gpk}, \Sigma, M)$, which performs the following steps:

1. Parse $\pi$ as in (6.6).

2. Invoke $H$ to check if $(\text{Ch}^{(1)}, \ldots, \text{Ch}^{(t)}) = H(\{\text{CMT}^{(j)}\}_{j=1}^t, M, c)$.

3. For $j = 1$ to $t$, run the verification of the protocol from Section 6.5 with common input $(A, B, u, c)$ to check the validity of $\text{RSP}^{(j)}$ with respect to $\text{CMT}^{(j)}$ and $\text{Ch}^{(j)}$. If any of the verification conditions does not hold, then output 0 and terminate.

**Opening Algorithm.** On input the group manager’s secret key \( g\text{msk} = T \), a message \( M \), and a signature \( \Sigma = (c, \pi) \), the opening algorithm \( \text{Open}(T, M, \Sigma) \) performs the following steps:

1. Decrypting \( c \): First compute \( c' = T^T \cdot c \mod q \), then return \( y = T^{-T} \cdot c' \mod 2 \).

2. If \( y = \text{IdExt}(d) \) for some \( d \in \{0, 1\}^\ell \), then output \( d \). Otherwise, output \( \perp \).

### 6.6.2 Analysis of the Scheme

**Correctness**

We observe that, for all \((A, B, u) \leftarrow \text{KeyGen}(1^n, 1^N)\), and for all \( d \in \{0, 1\}^\ell \), the secret key \( x = g\text{sk}[d] \) satisfies \( A \cdot x = u \mod q \), and \( x \in \text{Secret}(d) \). Furthermore, given \((x, d)\), the signer can always generate \((y, s, e)\), and compute \( c \) such that

\[
\left( (A, B, u, c), x, y, e, s, d \right) \in \mathcal{R}_{\text{LGS}}.
\]

The completeness of the underlying proof system then implies that, for any message \( M \in \{0, 1\}^* \), the obtained signature \( \Sigma \) is always valid.

On the other hand, if \( \Sigma = (c, \pi) \) is a legitimate signature generated by an honest user with index \( d \), then we have \( c = B^T \cdot s + 2 \cdot e + y \mod q \), where \( \|e\|_\infty \leq \beta \), and \( y = \text{IdExt}(d) \). In this case, the opening algorithm \( \text{Open}(T, M, \Sigma) \) will output \( d \) with overwhelming probability. Indeed, we have:

\[
c' = T^T \cdot c \mod q = T^T (B^T \cdot s + 2e + y) \mod q = T^T (2e + y) \mod q.
\]

Since \( T \) is a trapdoor basis with small entries, and both \( e \) and \( y \) are small, while \( q \)
is set to be sufficiently large, we have \( c' = T^T(2e + y) \) (over integers). Hence, multiplying it by the inverse of \( T^T \), and reducing modulo 2 allows to compute \( y = \text{IdExt}(d) \), and thus, to recover \( d \) (via the bijection between the set \( \{0, 1\}^\ell \), and the set \( \{\text{IdExt}(d) \mid d \in \{0, 1\}^\ell\} \).

**Efficiency**

It can be checked that all 4 component-algorithms in the proposed group signature scheme can be implemented in polynomial time. For the given parameters setting, the group public key \((A, B, u)\) has bit-size \( (2\ell + 1)m + k + 1)n \log q = \ell \cdot \mathcal{O}(n^2) \).

The signature contains a ciphertext \( c \in \mathbb{Z}_q^k \), and a proof \( \pi \), which roughly costs \( t = \omega(\log n) \) times the communication cost \( \tilde{\mathcal{O}}(n \cdot \ell) \) of the underlying protocol. Overall, the signature has bit-size \( \tilde{\mathcal{O}}(n \cdot \ell) = \tilde{\mathcal{O}}(n \cdot \log N) \). In particular, the group signature scheme is compact, in the sense of Definition 6.2.2.

**Anonymity**

We will prove that the proposed group signature scheme \( LGS \) is CPA anonymous assuming the hardness of the decision \( \text{LWE} \) problem.

**Theorem 6.6.2.** Assume that \( \text{COM} \) is a statistically hiding string commitment scheme. Let \( \chi \) be the Gaussian distribution \( D_{\mathbb{Z}, \sigma} \). If the \( \text{LWE}(n, q, \chi) \) problem is hard, then the group signature \( LGS \) is CPA-anonymous.

**Proof.** We consider a sequence of hybrid experiments \( G_0, G_1, \) and \( G_2 \), where \( b \in \{0, 1\} \). The experiments are defined as follows:

**Experiment \( G_0 \):** For each \( b \), \( G_0 \) is the anonymity experiment \( \text{Exp}_{LGS,A}^{\text{weakly-anon}}(n, N) \) considered in Definition 6.2.3, where the challenger picks the coin \( b \).
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1. **Initialization:** The challenger $C$ runs $\text{KeyGen}(1^n, 1^N)$ to obtain $(\text{gpk}, \text{gmsk}, \text{gsk})$, then it gives $\text{gpk} = (A, B, u)$ and the vector of all user secret keys $\text{gsk}$ to $A$.

2. **Challenge:** The adversary $A$ outputs two distinct identities $d_0, d_1 \in \{0, 1\}^\ell$ and a message $M^*$. The challenger computes a legitimate signature $\Sigma^*$ using the secret key $\text{gsk}[d_b]$, namely:

   (a) $x = \text{gsk}[d_b] \in \text{Secret}(d_b)$, and $y = \text{ldExt}(d_b) \in \{0, 1\}^k$.

   (b) Compute the ciphertext $c$: Pick $s \xleftarrow{\$} Z_q^n$, sample $e \xleftarrow{\$} D_{Z_q, \sigma}$, and then compute $c = B^T \cdot s + 2 \cdot e + y \mod q$.

   (c) Generate a non-interactive proof $\pi$ for the relation $\text{RLGS}$ where the common input is $(A, B, u, c)$ (and $M^*$), using witness $(x, y, s, e, d_b)$, as in the scheme.

   (d) Output $(c, \pi)$.

**Experiment $G_1^{(b)}$:** In this experiment, we introduce the following modifications with respect to experiment $G_0^{(b)}$:

1. In Step (2b), we change how the ciphertext $c$ is computed. Specifically, the challenger sample $z \xleftarrow{\$} Z_q^k$, and set $c = z + y \mod q$.

2. In Step (2c), the challenger simulates the proof $\pi$, given common input $(A, B, u, c)$ (and $M^*$).

We first demonstrate how the proof $\pi$ can be simulated in the random oracle model. The simulator, which is allowed to program the random oracle $H$, proceeds as follows:

1. For each $j \in [t]$, pick a uniformly random `fake challenge' $\overline{Ch}^{(j)} \in \{1, 2, 3\}$, and prepare the `commitment' $\text{CMT}^{(j)}$ according to the value of $\overline{Ch}^{(j)}$. Then pick a uniformly random `real challenge' $Ch^{(j)} \in \{1, 2, 3\} \setminus \{\overline{Ch}^{(j)}\}$. 

2. Let \( CH = (\{Ch(j)\}_{j=1}^{t}) \), and program the random oracle:

\[ H(\{CMT(j)\}_{j=1}^{t}, M^*, c) = CH. \]

3. Prepare the ‘response’ \( RSP^{(1)}, \ldots, RSP^{(t)} \).

4. Output \( \pi = (\{CMT(j)\}_{j=1}^{t}, \{Ch(j)\}_{j=1}^{t}, \{RSP(j)\}_{j=1}^{t}). \)

We note that, for each \( j \in [t] \), the ‘real challenge’ \( Ch(j) \) is uniformly distributed in \( \{1, 2, 3\} \), which satisfies the requirement on the output of the random oracle. Furthermore, the ‘commitment’ \( CMT(j) \) and the ‘response’ \( RSP(j) \) are prepared in the same way as in the proof of Lemma 6.5.3. Therefore, the statistical zero-knowledge property of the underlying proof system implies that the obtained proof \( \pi \) is a valid proof, and its distribution is statistically close to that of the legitimate proof produced in Step (2c) of experiment \( G_1^{(b)} \).

We now prove that, under the assumption that the decision \( \text{LWE}(n, q, \chi) \) problem is hard, the ‘fake ciphertext’ \( c \) generated in experiment \( G_1^{(b)} \) is computationally indistinguishable from the legitimate \( c \) produced by Step (2b) in experiment \( G_0^{(b)} \).

Assuming by contradictory that the adversary \( A \) can distinguish between the real ciphertext and the ‘fake ciphertext’ with non-negligible probability. Adapting the technique of [74] and [88], we construct a polynomial-time \( \text{LWE} \) distinguisher \( D \), that has non-negligible advantage, as follows.

The distinguisher \( D \) takes as input a challenge \( \text{LWE} \) instance \( (B', z') \in \mathbb{Z}_{q}^{n \times k} \times \mathbb{Z}_{q}^{k} \), where \( B' \) is uniformly random and \( z' \) is either uniformly random or of the form \( z' = B'^T \cdot s' + e' \) for \( s' \xleftarrow{} \mathbb{Z}_{q}^{n} \) and \( e' \xleftarrow{} \mathcal{D}_{\mathbb{Z}_{k}, \sigma} \). We first define a modified \( \text{KeyGen}(1^n, 1^N) \) algorithm in which instead of generating the statistically close to uniform matrix \( B \) using \( \text{GenTrap}(1^n, 1^k, q) \), we set \( B = B' \). We note that, under this modification,
the keys $\text{gpk} = (A, B, u)$ and $\text{gsk}$, which are given to the adversary, are statistically close to those produced by the genuine $\text{KeyGen}(1^n, 1^N)$ algorithm. We then consider the following two intermediate experiments, where the only difference is the way we handle the ciphertext $c$.

- **Exp$_{LWE}$**: $c = 2 \cdot z' + y \mod q$, where $z'$ is uniformly random. Let $z = 2 \cdot z' \mod q$, then $z$ is uniformly distributed over $\mathbb{Z}_q^k$, because 2 is invertible modulo $q$. It then follows that experiment Exp$_{LWE}$ is statistically close to experiment $G_1^{(b)}$.

- **Exp$_{rand}$**: $c = 2 \cdot z' + y \mod q$, where $z'$ is of the form $z' = B^T \cdot s + e'$. Let $s = 2 \cdot s' \mod q$, then $s$ is uniformly distributed over $\mathbb{Z}_q^n$. We then have $c = B^T \cdot s + 2 \cdot e' + y \mod q$. In other words, experiment Exp$_{rand}$ is statistically close to experiment $G_1^{(b)}$.

The above discussions imply that, if the adversary $\mathcal{A}$ can distinguish experiments $G_0^{(b)}$ and $G_1^{(b)}$ with advantage $\epsilon$, then it can distinguish $D_{LWE}$ and $D_{rand}$ with advantage $\epsilon - \text{negl}(n)$. The distinguisher $\mathcal{D}$ then can use $\mathcal{A}$ to solve the challenge LWE instance with advantage $\epsilon - \text{negl}(n)$. This leads to the following lemma:

**Lemma 6.6.3.** If the LWE$(n, q, \chi)$ problem is hard, then for each $b \in \{0, 1\}$, experiments $G_0^{(b)}$ and $G_1^{(b)}$ are (computationally) indistinguishable.

**Experiment $G_2^{(b)}$:** In this experiment, we make the outputted signature $\Sigma^*$ independent of the coin $b$, while preserving the statistical closeness to experiment $G_1^{(b)}$. In particular, we make the following modification with respect to $G_1^{(b)}$: Instead of sampling $z \leftarrow Z_q^k$ and outputting $c = z + y \mod q$, we simply sample $c \leftarrow Z_q^k$. Since $c$ is uniformly distributed, it is statistically close to that produced in experiment $G_1^{(b)}$. Thus, we have the following lemma.
Lemma 6.6.4. For each $b \in \{0, 1\}$, experiment $G_1^{(b)}$ and $G_2$ are statistically indistinguishable.

Combining the results of Lemma 6.6.3 and Lemma 6.6.4, we obtain a sequence of indistinguishable experiments: $G_0^{(0)}$, $G_1^{(0)}$, $G_2$, $G_1^{(1)}$, $G_0^{(1)}$. Since experiment $G_2$ is independent of the coin $b$, the advantage of $\mathcal{A}$ in this experiment is 0. As a result, its advantage in experiments $G_0^{(0)}$ and $G_0^{(1)}$ is negligible. In other words, we have:

$$\text{Adv}_{\text{weakly-anon}}^{\mathcal{LGS}, \mathcal{A}}(n, N) = \text{negl}(n).$$

This concludes the proof. □

Combining the results of Theorem 6.6.2 and Theorem 2.2.17, we obtain that: the CPA-anonymity of our scheme can be based on the quantum hardness of SIVP$_\gamma$ with $\gamma = n \cdot q / \beta = \tilde{O}(n^2)$.

Traceability

To prove the full traceability of our group signature in the random oracle model, we need a forking lemma, which roughly says that if an adversary $\mathcal{A}$ can forge a signature with non-negligible probability, then by replaying $\mathcal{A}$ many times with the same random tape but different inputs, one can obtain other forgeries with high probability. The lemma stated below is adapted from the Improved Forking Lemma by Pointcheval and Vaudenay [124, Lemma 7] for the case of 3-fork.

Lemma 6.6.5 (Forking Lemma, Adapted from [124]). Let $\mathcal{SS}$ be a signature scheme with security parameter $n$. Let $\mathcal{A}$ be a probabilistic polynomial-time algorithm whose input only consists of public data and which can ask $q_H$ queries to the random oracle, where $q_H > 0$. Assume that, within the time bound $T$, algorithm $\mathcal{A}$ produces, with
probability $\epsilon$, a valid signature $(CMT, Ch, RSP_1)$ of message $M$. Then, within time $32 \cdot T \cdot q_H / \epsilon$, and with probability $\epsilon' > 1/2$, a replay of $A$ outputs 3 valid signatures of message $M$:

$$(CMT, Ch_1, RSP_1); (CMT, Ch_2, RSP_2); (CMT, Ch_3, RSP_3),$$

such that $Ch_1, Ch_2, Ch_3$ are pairwise distinct.

We now prove that, in the random oracle model, our group signature scheme is traceable if the $\text{ISIS}^\infty(n, (\ell + 1) \cdot m, q, \beta)$ is hard.

**Theorem 6.6.6.** Assume that COM is a computationally binding string commitment scheme. If there exists a traceability adversary $A$ against the scheme $LGS$, which has advantage $\epsilon$ and running time $T$, then there exists an algorithm $F$ that solves the $\text{ISIS}^\infty(n, (\ell + 1) \cdot m, q, \beta)$ problem with success probability $\epsilon' > (1 - (7/9)^t) \cdot \frac{1}{2N}$, and running time $T' = 32 \cdot T \cdot q_H / (\epsilon - 3^{-t}) + \text{poly}(n, N)$, where $q_H$ is the number of queries to the random oracle $H : \{0,1\}^* \rightarrow \{1,2,3\}^t$.

**Proof.** Assume that there exists an adversary $A$ running in time $T$, such that its advantage in the experiment $\text{Exp}^{\text{trace}}_{\text{LGS}, A}(n, N)$ is $\epsilon$. We use $A$ to construct an algorithm $F$ solving the $\text{ISIS}^\infty(n, (\ell + 1) \cdot m, q, \beta)$ problem, which works as follows:

**Challenge:** Algorithm $F$ is given a matrix $C = \begin{bmatrix} C_0 | C_1 | \ldots | C_\ell \end{bmatrix} \in \mathbb{Z}_q^{n \times (\ell + 1) \cdot m}$ and a vector $u \in \mathbb{Z}_q^n$ chosen uniformly at random. $F$ wins the challenge if it can produce vector $z \in \mathbb{Z}^{(\ell + 1) \cdot m}$ such that $\|z\|_\infty \leq \beta$ and $C \cdot z = u \mod q$.

**Setup:** Algorithm $F$ performs the following steps:

1. Run $\text{GenTrap}(1^n, 1^m, q)$ algorithm $\ell$ times, and let the outputs be

$$((F_1, R_1), (F_2, R_2), \ldots, (F_\ell, R_\ell)).$$
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2. Pick a target index \( d^* = d^*[1] \ldots d^*[\ell] \leftarrow \{0, 1\}^\ell \), and define

\[
A = [A_0 | A_0^1 | A_0^1 | \ldots | A_\ell^0 | A_\ell^1 ] \in \mathbb{Z}_q^{n \times (2\ell + 1) \cdot m},
\]

where \( A_0 = C_0 \), and for each \( i \in [\ell] \): \( A_i^{d^*[i]} = C_i \) and \( A_i^{1-d^*[i]} = F_i \).

3. Generate the secret key for each user with index \( d \neq d^* \), where \( d = d[1] \ldots d[\ell] \)

as follows:

- Let \( d[b] (1 \leq b \leq \ell) \) be the first bit from the left where \( d[b] \neq d^*[b] \). Since \( d \neq d^* \), such \( b \) must exist. It follows that \( A_b^{d[b]} = A_b^{1-d^*[b]} = F_b \).

- Sample \( \ell \) vectors

\[
x_0, x_1^{d[1]}, \ldots, x_b^{d[b-1]}, x_b^{d[b+1]}, \ldots, x_\ell^{d[\ell]} \leftarrow D_{\mathbb{Z}, \sigma},
\]

and let

\[
t^{(d)} = u - (A_0 \cdot x_0 + \sum_{i \in [\ell], i \neq b} A_i^{d[i]} \cdot x_i^{d[i]}) \mod q.
\]

- Sample \( x_0^{d[b]} \leftarrow \text{SampleD}(R_b, F_b, t^{(d)}, \sigma) \).

- For each \( i \in [\ell] \), let \( x_i^{1-d[i]} = 0^m \), then let

\[
x^{(d)} = (x_0 \| x_1^0 \| x_1^1 \| \ldots \| x_\ell^0 \| x_\ell^1 ) \in \mathbb{Z}^{(2\ell + 1) \cdot m}.
\]

If the very rare event that \( \|x^{(d)}\|_\infty > \beta \) happens, then repeat the sampling. Otherwise, set \( gsk[d] = x^{(d)} \).

4. Run \( \text{GenTrap}(1^n, 1^k, q) \) to output matrix \( B \in \mathbb{Z}_q^{n \times k} \) together with a trapdoor \( T \).

5. Let \( gpk = (A, B, u) \), and \( gmsk = T \).
We note that, by construction, the distribution of \((gpk, gmsk)\) is statistically close to that of the real scheme, and for any \(d \in \{0, 1\}^\ell \setminus \{d^*\}\), the user secret key \(gsk[d]\) satisfies: \(gsk[d] \in \text{Secret}(d)\) and \(A \cdot gsk[d] = u \mod q\). Moreover, the choice of the target index \(d^*\) is hidden from the adversary.

Algorithm \(F\) then sets \(CU \leftarrow \emptyset\) and gives \(((A, B, u), T)\) to \(A\).

Queries: The adversary \(A\) can adaptively make corruption and signing queries. Algorithm \(F\) answers the queries of \(A\) as follows:

- **Corruption queries:** If \(A\) queries the secret key of group user with index \(d\), for any \(d \in \{0, 1\}^\ell \setminus \{d^*\}\), then \(F\) adds \(d\) to the set of corrupted users \(CU\), and returns \(gsk[d]\). If \(A\) ever asks for \(gsk[d^*]\), then \(F\) aborts.

- **Signatures queries:** We consider two cases:
  - If \(A\) queries for signatures of user with index \(d^*\) on arbitrary message \(M\), then \(F\) encrypts vector \(y^* = \text{Secret}(d^*)\) to obtain a ciphertext \(c^*\), then simulates a non-interactive proof \(\pi^*\) for the relation \(R_{LGS}\) with common input \((A, B, u, c^*)\) (and \(M\)), and return \((c^*, \pi^*)\).
  - If \(A\) queries signature of user with index \(d \in \{0, 1\}^\ell \setminus \{d^*\}\) on arbitrary message \(M\), then \(F\) returns the legitimate signature \(\Sigma = \text{Sign}(gpk, gsk[d], M)\).

In both cases, queries to the random oracle \(H\) are handled by returning uniformly random values in \(\{1, 2, 3\}^t\) in a consistent manner. For each \(\kappa \leq q_H\), we let \(r_\kappa\) denote the answer to the \(\kappa\)-th query.

Forgery: Eventually, \(A\) outputs a message \(M'\), and a forged group signature

\[
\Sigma' = (c', \{\text{CMT}^{(j)}\}_{j=1}^t, \{\text{Ch}^{(j)}\}_{j=1}^t, \{\text{RSP}^{(j)}\}_{j=1}^t),
\]
such that $\text{Verify}(gpk, \Sigma', M') = 1$, and the opening algorithm $\text{Open}(T, M', \Sigma')$ either fails, or returns an index $d' \not\in CU$, and $A$ has never made a signing query for $d', M'$.

We observe that, with overwhelming probability, $A$ must have queried $H$ on input $(M', \{\text{CMT}^{(j)}\}_{j=1}^t, c')$, as otherwise, the probability that $(Ch^{(1)}, \ldots, Ch^{(t)}) = H(M', \{\text{CMT}^{(j)}\}_{j=1}^t, c')$ is at most $3^{-t}$. Therefore, with probability at least $\epsilon - 3^{-t}$, there exists certain $\kappa' \leq q_H$ such that the $\kappa'$-th oracle query involves the tuple $(M', \{\text{CMT}^{(j)}\}_{j=1}^t, c')$. Now, algorithm $F$ picks $\kappa'$ as the target forking point and replays $A$ many times with the same random tape and input as in the original run. In each rerun, for the first $\kappa' - 1$ queries, $A$ is given the same answers $r_1, \ldots, r_{\kappa' - 1}$ as in the initial run, but from the $\kappa'$-th query onwards, $F$ replies with fresh random values $r_{\kappa'}, \ldots, r_{q_H} \leftarrow \{1, 2, 3\}^t$. The forking lemma (Lemma 6.6.5) implies that, with probability larger than $1/2$, algorithm $F$ can obtain a 3-fork involving the tuple $(M', \{\text{CMT}^{(j)}\}_{j=1}^t, c')$ after at most $32 \cdot q_H/((\epsilon - 3^{-t})$ executions of $A$. Now, let the answers of $F$ with respect to the 3-fork branches be:

$$r_{\kappa',1} = (Ch_{1}^{(1)}, \ldots, Ch_{1}^{(t)}); r_{\kappa',2} = (Ch_{2}^{(1)}, \ldots, Ch_{2}^{(t)}); r_{\kappa',3} = (Ch_{3}^{(1)}, \ldots, Ch_{3}^{(t)}).$$

A simple calculation shows that:

$$\Pr[\exists j \in \{1, \ldots, t\} : \{Ch_{1}^{(j)}, Ch_{2}^{(j)}, Ch_{3}^{(j)}\} = \{1, 2, 3\}] = 1 - (7/9)^t.$$  

Conditioned on the existence of such index $j$, one parses the 3 forgeries corresponding to the fork branches to obtain $(\text{RSP}_{1}^{(j)}, \text{RSP}_{2}^{(j)}, \text{RSP}_{3}^{(j)})$. They turn out to be 3 valid responses with respect to all 3 challenges for the same commitment $\text{CMT}^{(j)}$. Since COM is assumed to be computationally-binding, we can apply the extraction
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In particular, we have $x' \in \text{Secret}(d')$ and $A \cdot x' = u \mod q$. Now consider two cases:

- If $d' \neq d^*$, which happens with probability at most $\frac{N-1}{N}$ (as the choice of $d^*$ was hidden from $A$), then algorithm $F$ aborts and declares failure.

- If $d' = d^*$, which happens with probability at least $\frac{1}{N}$, then write vector $x'$ as a concatenation of $2\ell+1$ blocks of size $m$, namely, $x' = (x_0 \| x_0^1 \| x_1 \| \ldots \| x_0^\ell \| x_1^\ell)$, and let $z \in \mathbb{Z}^{(\ell+1)m}$ be the vector obtained by removing the zero-blocks $x_1^{1-d'^*[1]}, \ldots, x_0^{1-d'^[\ell]}$ from $x'$. It turns out that $\|z\|_\infty \leq \beta$, and

$$C \cdot z = A \cdot x' = u \mod q.$$

In this case, $F$ then outputs $z$, which is a valid solution to the challenge $\text{ISIS}^\infty(n, (\ell + 1) \cdot m, q, \beta)$ instance $(C, u)$.

We observe that the probability that $F$ does not abort is at least $1/N$, and conditioned on not aborting, $F$ can solve the $\text{ISIS}^\infty(n, (\ell + 1) \cdot m, q, \beta)$ problem with probability larger than $1/2 \cdot (1 - (7/9)^t)$ in time

$$T \cdot 32 \cdot q_H/(\epsilon - 3^{-t}) + \text{poly}(n, N).$$

This concludes the proof. \hfill $\square$

The results of Theorem 2.2.14 and Theorem 6.6.6 imply that our group signature scheme is fully traceable in the random oracle model, based on the worst-case hardness of $\text{SIVP}_2^\gamma$ with $\gamma = \beta \cdot \tilde{O}(n) = \tilde{O}(n^{1.5})$. 

7. CONCLUSION AND OPEN PROBLEMS

Throughout the thesis, we have developed a versatile Decomposition-Extension technique for constructing Stern-type ZKPoK for various relations arising from lattice-based cryptography. Starting from the SternExt proof system for the $\text{ISIS}^\infty$ problem, we have modified the technique to get a ZK proof system for the $\text{SIS}^\infty$ problem. Then we have adapted the technique to obtain a variety of lattice-based cryptographic construction with strong security guarantees: 4 ZKPoPK for 4 different LWE-based encryption schemes; an improved identity-based identification scheme and a new identity-based ring identification scheme; and finally an improved group signature scheme.

More generally, the technique developed in this thesis can be used to construct ZKPoK of linear objects (e.g., vectors, matrices) which are the secret solutions of some given systems of modular linear equations, and which satisfy some suitable constraints (e.g., “smallness”). In other words, our technique is somewhat compatible with the properties of lattice-based cryptography (“linearity”, “smallness”), and can possibly find further interesting applications.

To summarize and generalize what we have studied throughout the thesis, we consider the following abstract relation. Let $q, d, k, \ell$ be some integers, and for
each \( i \in [k] \), let \( S_i \subseteq \mathbb{Z}_{q_i}^\ell_i \) be some publicly known set. Define:

\[
R = \left\{ (\mathbf{M}_1, \ldots, \mathbf{M}_k, \mathbf{v}), \mathbf{z}_1, \ldots, \mathbf{z}_k) \in (\mathbb{Z}_{q_1}^{d \times \ell_1} \times \cdots \times \mathbb{Z}_{q_k}^{d \times \ell_k}) \times (\mathbb{Z}_{q_1}^{\ell_1} \times \cdots \times \mathbb{Z}_{q_k}^{\ell_k}) : \\
(\mathbf{z}_1 \in S_1) \land \ldots \land (\mathbf{z}_k \in S_k) \land (\sum_{i=1}^k \mathbf{M}_i \cdot \mathbf{z}_i = \mathbf{v} \mod q) \right\}.
\]

We observe that the above abstract relation subsumes all but one of the relations considered in this thesis. Indeed, we have:

1. In the proof system for the \( \text{ISIS}^\infty(n, m, q, 1) \) in Section 3.3.1, the relation was:

\[
R_{\text{ISIS}^\infty}(n, m, q) = \left\{ ((\mathbf{A}, y), \mathbf{x}) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \{-1, 0, 1\}^m : \mathbf{A} \cdot \mathbf{x} = y \mod q \right\}
\]

In this case, we have: \( d = n, k = 1, \ell_1 = m; \mathbf{M}_1 = \mathbf{A}, \mathbf{v} = \mathbf{y}; \) and \( S_1 = \{-1, 0, 1\}^m \).

Technique: Since each coordinate of \( \mathbf{x} \) has 3 possible values, we added 2 "fake" values to hide the real one. As a result, the dimension was extended to \( 3m \).

2. In the proof system for \( \text{ISIS}^\infty(n, m, q, \beta) \) in Section 3.3, the relation was:

\[
R_{\text{ISIS}^\infty}(n, m, q, \beta) = \left\{ ((\mathbf{A}, y), \mathbf{x}) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^n \times \mathbb{Z}_q^m : ||\mathbf{x}||_{\infty} \leq \beta \land \mathbf{A} \cdot \mathbf{x} = y \mod q \right\}
\]

In this case, we have \( d = n, k = 1, \ell_1 = m; \mathbf{M}_1 = \mathbf{A}, \mathbf{v} = \mathbf{y}; \)
\( S_1 = \{\mathbf{x} \in \mathbb{Z}_q^m : ||\mathbf{x}||_{\infty} \leq \beta\} \).

Technique: We decomposed vector \( \mathbf{x} \) into \( p = \lfloor \log \beta \rfloor + 1 \) vectors in \( \{-1, 0, 1\}^m \), and combined \( p \) proofs for \( R_{\text{ISIS}^\infty}(n, m, q, \beta) \) into one proof.

3. In the proof system for \( \text{SIS}^\infty(n, m, q, \beta) \) in Section 3.4, the relation was:

\[
R_{\text{SIS}^\infty}(n, m, q, \beta) = \left\{ (\mathbf{A}, \mathbf{x}) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^m : (0 < ||\mathbf{x}||_{\infty} \leq \beta) \land (\mathbf{A} \cdot \mathbf{x} = \mathbf{0} \mod q) \right\}
\]
In this case, we have \( d = n, \ k = 1, \ \ell_1 = m; \ M_1 = A, \ v = 0; \)

\[ S_1 = \{ x \in \mathbb{Z}_q^m : 0 < \|x\|_\infty \leq \beta \}. \]

**Technique:** We used binary decomposition. To prove that \( x \neq 0 \), we repeatedly divided it by 2 until at least one of its coordinate is odd, which means that the least significant bit of that coordinate must be non-zero. The extension corresponding to the least significant bit was only to dimension \( 3m - 1 \), to prevent cheating with \( x = 0 \).

4. The plaintext relation :math:`R_{\text{Regev}}` in Section 4.2 is essentially an \( \text{ISIS}^\infty(n + 1, m + 1, q, 1) \)
relation.

5. The plaintext relation :math:`R_{\text{Dual}}` in Section 4.3:

\[
R_{\text{Dual}}(n, m, q, \beta) = \left\{ ((\overline{A}, y), s, x, M) \in \mathbb{Z}_q^{n \times (m + 1)} \times \mathbb{Z}_q^{m + 1} \times \mathbb{Z}_q^n \times \mathbb{Z}_q^{m + 1} \times \{0, 1\} : \\
(\|x\|_\infty \leq \beta) \land (\overline{A}^T \cdot s + x + (0, \ldots, 0, [q/2])^T \cdot M = y \mod q) \right\}
\]

In this case, we have: \( d = m + 1, \ k = 3, \ \ell_1 = n, \ \ell_2 = m + 1, \ \ell_3 = 1; \ M_1 = \overline{A}^T, \)
\[ M_2 = I_{m + 1}, \ M_3 = (0, \ldots, 0, [q/2])^T \in \mathbb{Z}_q^{m + 1} \times 1, \ v = y; \]
\[ S_1 = \mathbb{Z}_q^m, \ S_2 = \{ x \in \mathbb{Z}_q^{m + 1} : \|x\|_\infty \leq \beta \}; \ S_3 = \{0, 1\}. \]

**Technique:** Since there is no restriction on the set \( S_1 \), we did not have to perform Decomposition-Extension technique for \( s = z_1 \). Since the restriction on the set \( S_2 \) is “smallness”, we performed Decomposition-Extension, as for \( \text{RISIS}^\infty \). And we performed extension with respect to \( M \): Here \( M \) has 2 possible values, we added 1 “fake” values to hide the real one, namely, we extended \( M \) to vector \((M, 1 - M)\), and added 1 zero-column to matrix \( M_3 \) to make the dimensions compatible.
6. The plaintext relation \( R_{PVW} \) in Section 4.4.1

\[
R_{PVW} = \left\{ ((G, y), e, v) \in \mathbb{Z}_q^{(n+\ell) \times m} \times \mathbb{Z}_q^{n+\ell} \times \{0,1\}^m \times [0,k]^{\ell} : G \cdot e + H \cdot v = y \mod q \right\}.
\]

In this case, we have: \( d = n + \ell, \ k = 2, \ \ell_1 = m, \ \ell_2 = \ell; \ M_1 = G, \ M_2 = H; \ S_1 = \{0,1\}^m, \ S_2 = \{0,1,\ldots,k\}^\ell. \)

**Technique:** Each coordinate of \( e \) has 2 possible values. Hence, we extended it to dimension \( 2m \). For vector \( v \in \{0,1,\ldots,k\}^{\ell} \), we decomposed it to \( \lfloor \log k \rfloor + 1 \) vectors in \( \{0,1\}^{\ell} \), and applied the extension technique, to dimension \( 2\ell \).

7. The plaintext relation \( R_{GHV} \) in Section 4.4.2 is essentially the conjunction of \( m \) “Dual-Regev-type” relations. We combined \( m \) proofs into one proof.

8. The relation \( R_{LIBRI} \) for the lattice-based identity-based ring identification scheme in Section 4.3.2

\[
R_{LIBRI}(n, m, q, \beta, N) = \left\{ ((A, B), x, e) \in \mathbb{Z}_q^{n \times m} \times \mathbb{Z}_q^{n \times N} \times \mathbb{Z}_q^m \times \{0,1\}^N : \|x\|_{\infty} \leq \beta \land (w(e) = 1) \land (A \cdot x - B \cdot e = 0 \mod q) \right\},
\]

In this case, we have: \( d = n, \ k = 2, \ \ell_1 = m, \ \ell_2 = N; \ M_1 = A, \ M_2 = B; \ S_1 = \{x \in \mathbb{Z}_q^m : \|x\|_{\infty} \leq \beta\}, \ S_2 = \{e \in \{0,1\}^N : \text{wt}(e) = 1\}. \)

**Technique:** We handled \( x \) by the Decomposition-Extension technique, while the constraint of \( e \) was verified by a random permutation of \( N \) elements, as usual.

Generally, for the given abstract relation, we could prove in zero-knowledge the knowledge of \( z_i \in S_i \) if \( S_i \) is either \( \mathbb{Z}_q^{\ell_i} \) or a “suitable” subset of \( \mathbb{Z}_q^{\ell_i} \), such as \( [-\beta,\beta]^{\ell_i} \); \( [0,\beta]^{\ell_i} \); a set of small cardinality (e.g., \( \{0,1\} \)); and a set of vectors with given Hamming weight.
On the other hand, the underlying relation of our group signature scheme was rather sophisticated, and was not subsumed by the above abstract relation. We have:

\[
R_{LGS} = \left\{ \left( (A, B, u, c), x, y, e, s, d \right) \in (\mathbb{Z}_q^{n \times (2\ell + 1)m} \times \mathbb{Z}_q^{n \times k} \times \mathbb{Z}_q^n) \times \mathbb{Z}^{(2\ell + 1)m} \times \{0, 1\}^k \times \mathbb{Z}_q^k \times \mathbb{Z}_q^n \times \{0, 1\}^\ell : (x \in \text{Secret}(d)) \land (y = \text{IdExt}(d)) \land (\|e\|_\infty \leq \beta) \land (A \cdot x = u \mod q) \land (B^T \cdot s + 2 \cdot e + y = c \mod q) \right\}.
\]

This can be considered as the conjunction of an \textit{ISIS}-type relation and a “Dual-Regev-type” relation, with one additional condition linking them together: the \textit{ISIS} solution \(x\) and the plaintext \(y\) in the Dual-Regev encryption must simultaneously have the shape determined by some \(d \in \{0, 1\}^\ell\). Specifically, the conditions on \(x\) can be expressed as:

\[
(x_0 \in [-\beta, \beta]^m) \land \bigland_{i \in [\ell]} \left( (x^0_i = 0^m) \land (x^1_i \in [-\beta, \beta]^m) \lor ((x^0_i \in [-\beta, \beta]^m) \land (x^1_i = 0^m)) \right).
\]

To handle this, we combined the Decomposition-Extension technique (to prove the smallness of \(x\)) and a “one-time-pad” technique (to prove the internal structure of \(x\)), which essentially permutes the blocks \(x^0_i, x^1_i\). Namely, we applied a composition of permutations of different types on the witness.

At a high level, the proof system for \(R_{LGS}\) hints that our technique can handle more complicated conditions apart from \((z_1 \in S_1) \land \ldots \land (z_k \in S_k)\). Adapting the technique for conditions such as \((z_1 \in S_1) \lor \ldots \lor (z_k \in S_k)\) could possibly lead to other interesting cryptographic applications. This is a subject for further investigations.

In addition, there are open questions with respect to some of the schemes we have constructed in the thesis.

**Chapter 3:** We have obtained interactive ZKPoK for the \textit{ISIS}^\infty and \textit{SIS}^\infty problems.
When we needed to make them non-interactive, we had to rely on the Fiat-Shamir heuristic, and the resulting non-interactive proofs is only proven secure in the random oracle model. Designing non-interactive ZKPoK without the random oracle for these problems is an interesting open question. Such proof systems would possibly lead to trapdoor-free lattice-based signature schemes and lattice-based group signature schemes secure in the standard model, and much more. A recent result by Garg, Gentry and Halevi [60] might be a possible direction towards solving this open question.

Chapter 4: We have constructed ZKPoPK for LWE-based encryption schemes, which yields interactive encryption protocols secure against chosen ciphertext attacks. On the other hand, there are interesting primitives related to our construction: verifiable encryption and decryption schemes [39]. A verifiable encryption scheme for the Ajtai-Dwork cryptosystem was introduced by Goldwasser and Kharchenko [72], but verifiable decryption scheme for Ajtai-Dwork cryptosystem was left as an open question. Designing verifiable encryption and decryption schemes from LWE is a subject of our further development.

Chapter 5: The ring identification scheme that we introduced has communication cost linear in the size $N$ of the ring, which could be a disadvantage if the ring is large. Reducing the communication cost (e.g., to $\tilde{O}(\log N)$) is an open question. In pairing-based schemes, this is typically done by employing an accumulator. It is not clear whether an analogous primitive can be realized in the lattice setting.

Chapter 6: Our group signature scheme so far only satisfies the CPA-anonymity notion. An open problem is how to upgrade it to a CCA-anonymous group signature. As shown in the previous works [38, 88], an additional cryptographic ingredient, such as a strongly secure one-time signature, might be useful in this context.
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