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Abstract—Tandon et al. (2017) introduced a coding theoretic framework to alleviate the problem of stragglers in distributed learning. Following Tandon et al., many authors provided explicit schemes that were able to compute a certain function using $n-s$ replies from $n$ workers in the worst case.

In this work, we focus on reducing the expected delay. To reduce the expected delay, we modify existing schemes so that less than $(n-s)$ replies are sufficient in most cases. In particular, we provide a simple modification to existing optimal schemes and demonstrate that with this modification, the expected delay time converges to the fundamental delay. Additionally, for specific parameters, we reduce the number of replies further so that the expected delay time converges faster to the fundamental delay.

I. INTRODUCTION

In this information era, we are faced with an abundant amount of data, and this huge amount of data results in a high processing complexity. An example is the training phase of machine learning, where we find a least-cost approximation function for a large dataset. This can be accomplished via gradient descent, which entails the iterative computations of a gradient function for the large dataset. Unfortunately, it is often not feasible for one worker, or workstation, to complete the entire computation.

To overcome this issue, distributed computing is used. The simplest way of distributing the workload is to divide the larger dataset into smaller partitions and give one partition to each worker. Each worker then performs the computation on its smaller partition and sends the computation result back to the taskmaster. The desired computation can be obtained via $\text{argmin}_{C} \sum f(D)$, where $C$ is a cost function with respect to the dataset $D$.

For completeness, we review the gradient coding framework proposed by Tandon et al. [2]. Let $D$ be a dataset that comprises $d$ datapoints $z_1, \cdots, z_d$. Consider an additive function $f$. Then the required computation for the taskmaster is $f(D) = \sum_{j=1}^{d} f(z_j)$.

In machine learning, suppose that we want to learn the parameter $\beta$ of a certain model and the cost function with respect to the dataset $D$ is given by $C(\beta, D)$. To obtain the parameter that minimises the cost, we set the additive function $f(D)$ to be $\nabla C(\beta, D)$.

Since computing $f(D)$ is impractical, we partition $D$ into $k$ parts, $D_1, \cdots, D_k$. If we set $g_i = f(D_i) = \sum_{z \in D_i} f(z)$ for $i \in \{1, \ldots, k\}$ and $g = [g_1, g_2, \cdots, g_k]^T$, then the desired computation can be obtained via $f(D) = 1g$, where $1$ is the all-ones row vector.

Now, given $n$ workers $W_1, \cdots, W_n$, we assign each worker at most $w$ data partitions. To mitigate the effect of $s$ stragglers, it is then necessary to assign the same data partition to more
than one worker. Conversely, we look at when we are able to compute \( f(D) \) given a set of \( n-s \) responses.

Suppose that the worker \( W_i \) is assigned to the data partitions \( \{D_{i1}, \ldots, D_{in}\} \). This means that it is tasked to compute the values \( g_{i1}, \ldots, g_{in} \). When it completes its computations, it sends the linear combination \( R_i = \sum_{j=1}^{w} \lambda_j g_{ij} \) to the taskmaster where \( \lambda_j \)'s are coefficients predetermined by the taskmaster. We rewrite \( R_i = \sum_{j=1}^{w} \lambda_{ij} g_j \) where \( \lambda_{ij} = \lambda_{it} \) if \( j \in \{i_1, \ldots, i_w\} \) and it is 0 otherwise.

Since we want to recover \( f(D) = 1g \), the computation can be retrieved from the replies \( R_{i1}, \ldots, R_{iw} \) if and only if 1 belongs to the row space spanned by \( \{\lambda_{i1}, \ldots, \lambda_{ik}\} : j \in \{1, \ldots, w\} \} \). We use an \( n \times k \) matrix \( E \) to record the coefficients \( \lambda_{ij} \)'s and summarise our discussion with the following definition.

**Definition 1** (Tandon et al. [2]). An \((n,s+1,k,w)\)-gradient coding matrix (GCM) \( E \) is an \( n \times k \) complex-valued matrix such that the support of any row of \( E \) has size at most \( w \) and the all ones vector 1 belongs to the row space spanned by any \( n-s \) rows of \( E \).

**Example 1.** Let \( n=6, s=3, k=3, w=2 \), and consider

\[
E = \begin{pmatrix}
-2\omega_6 + 1 & 2\omega_6 + 2 & 0 \\
2\omega_6 + 2 & 0 & -2\omega_6 + 1 \\
0 & -2\omega_6 + 1 & 2\omega_6 + 2 \\
-2\omega_6 + 4 & 2\omega_6 - 1 & 0 \\
2\omega_6 - 1 & 0 & -2\omega_6 + 4 \\
0 & -2\omega_6 + 4 & 2\omega_6 - 1
\end{pmatrix},
\]

where \( \omega_6 \) is a primitive sixth root of unity. To verify that \( E \) is an \((n,s+1,k,w)\)-GCM, we check that 1 is in the span of any three rows of \( E \).

For example, we check that \( 1 = \frac{1}{2}(r_1 + r_2 + r_3) \), where \( r_i \) is the \( i \)-th row of \( E \). In other words, if \( R_1, R_2, \) and \( R_3 \) are the responses provided by the first three workers, the taskmaster than immediately obtain \( g \) by computing \( \frac{1}{2}(R_1 + R_2 + R_3) \). One can verify that this is true for all combinations of three rows.

The following theorem provides a necessary condition for the existence of an \((n,s+1,k,w)\)-GCM.

**Theorem 1** ([2]). Let \( n, s, k \) and \( w \) be positive integers. If an \((n,s+1,k,w)\)-GCM exists, then \( n/(s+1) \geq k/w \). An \((n,s+1,k,w)\)-GCM is said to be optimal if \( n/(s+1) = k/w \).

**A. Previous Results**

Tandon et al. [2] introduced the notion of gradient coding and constructed optimal \((n,s+1,k,w)\)-GCMs when \( n = k \). When \((s+1) \) divides \( n \), an explicit construction was given. Otherwise, the authors provided a randomised construction.

This result was then improved by Raviv et al., who provided explicit constructions using cyclic MDS codes for all \( s \) and \( n \), with \( k = n \) [4]. Halbawi et al. independently provided explicit constructions of optimal GCMs [5]. Their scheme makes use of row-balanced matrix as a mask and choosing codewords from a suitable Reed-Solomon code for the rows of the encoding matrix. The \((6, 4, 3, 2)\)-GCM \( E \) in Example 1 is obtained via the construction of Halbawi et al.

Finally, using the GCMs from their construction, Halbawi et al. also derived the expected delay, the time for the taskmaster to receive sufficient responses. In the analysis, the processing time of each worker is assumed to be independently and identically distributed under the Pareto distribution with parameters \( t_0 \) and \( \xi \). We refer to the quantity \( t_0 \) as the fundamental delay, that is, the minimum time required for a worker to complete its task.

**Proposition 1** ([5]). Let \( T_i \) be the time for worker \( W_i \) to finish its task. Suppose \( T_i \sim \text{Pareto}(t_0, \xi) \) for all \( i \).

Fix the ratio \( k/w \) and set \( T_{\text{delay}} \) to be the time for the taskmaster receive sufficient responses using the GCMs constructed by Halbawi et al. Then \( \lim_{n \to \infty} \mathbb{E}[T_{\text{delay}}] = t_0(w/k)^{-1/\xi} \).

**B. Our Contributions**

In this work, we focus on reducing the expected delay, assuming the same probability distribution. For fixed values of \( w, k, n \), we set \( s = \lfloor w/k \rfloor - 1 \) and Theorem 1 states that the number of replies required is at least \((n-s)\) in the worst case. To reduce the expected delay, we modify existing schemes so that less than \((n-s)\) replies are sufficient in most cases.

Our contributions are as follow.

(I) Using a seed GCM in previous works [4], [5], we construct explicit optimal GCMs. For this family of GCMs, we then show that the expected delay approaches the fundamental delay \( t_0 \). Our results imply that given a sufficient number of machines, it is possible to distribute the computations such that the effect of stragglers becomes negligible.

(II) For odd \( n \), we provide explicit constructions of \((n,2,2)\)-GCMs such that in most cases \((n+1)/2\) responses are sufficient to recover the gradient. Using these GCMs as seed matrices in our scheme, we demonstrate via simulations that the average delay converges to the fundamental delay more quickly.

**III. Repetition Scheme**

In this section, we provide a simple construction of GCMs that uses smaller GCMs as building blocks and show that the expected delay is reduced using this construction. First, we introduce the notion of decodable and minimal decodable sets. Let \( E \) be an \((n,s,k,w)\)-GCM. Then the family of decodable sets is defined to be

\[ S = \{ S \subseteq \{1,2,\ldots,n\} : 1 \text{ is in the span of the rows of } E \text{ corresponding to } S \}. \]

Then the family of minimal decodable sets is given by \( D = \{ S \in S : T \not\subseteq S \text{ for all proper subsets } T \text{ of } S \} \).

**Example 2.** Consider \( E \) given in Example 1. Then it can be verified that \( D \) is given by all 3-subsets of \( \{1,2,\ldots,6\} \).
Example 3. Let $n = 6, s = 4, k = 3, w = 2$ and consider

$$E' = \begin{pmatrix} -\omega_3 + 1 & \omega_3 + 2 & 0 \\ \omega_3 + 2 & 0 & -\omega_3 + 1 \\ -\omega_3 + 1 & \omega_3 + 2 & 0 \\ \omega_3 + 2 & 0 & -\omega_3 + 1 \\ 0 & -\omega_3 + 1 & \omega_3 + 2 \end{pmatrix},$$

where $\omega_3$ is a primitive third root of unity. Then it can be verified that $D = \{\{1, 2\}, \{1, 3\}, \{2, 3\}, \{4, 5\}, \{4, 6\}, \{5, 6\}\}$. Since any 3-subset of $\{1, 2, \ldots, n\}$ necessarily contains a decodable set in $D$, we verify that $E'$ is also an optimal $(6, 4, 3, 2)$-GCM.

Next, notice that the decodable sets in $D$ have size two while the decodable sets in Example 2 have size three. Hence, it is likely that the taskmaster is able to commence computation earlier. We formalise this idea and provide a detailed analysis in Section III-A.

Finally, observe that the first three rows form an optimal $(3, 2, 3, 2)$-GCM and in fact obtained from Halbawi et al.'s construction. The next three rows are simply replicates of the first three rows and this construction can be generalized easily.

Theorem 2 (Repetition Scheme). Let $b < a$ be two positive integers such that $a$ and $b$ are coprime and $E \in \mathbb{C}^{n \times a}$ be an optimal $(a, b, a, b)$-GCM. Choose integers $n_1, k_1$, and set $n = n_1a, s + 1 = n_1b, k = k_1a$, and $w = k_1b$. Define the block matrix $B \in \mathbb{C}^{n_1a \times k_1a}$ as follows:

$$B = n_1 \begin{pmatrix} E & E & \cdots & E \\ E & E & \cdots & E \\ \vdots & \vdots & \ddots & \vdots \\ E & E & \cdots & E \end{pmatrix}.$$ \hspace{1cm} (3)

Then $B$ is an optimal $(n, s + 1, k, w)$-GCM. Furthermore, the minimal decodable sets have size at most $(a - b + 1)$.

Proof. First, consider the following block matrix:

$$E_{k_1} = (E \ E \ \cdots \ E).$$

Since $E$ is an optimal $(a, b, a, b)$-GCM, the span of any $a-b+1$ rows of $E$ contains the all-ones vector. Since $E_{k_1}$ is consists of $k_1$ replicates of the matrix $E$ column-wise, then the span of any $a-b+1$ rows of $E'$ also contains the all-ones vector.

To show that $B$ is an $(n, s+1, k, w)$-GCM, it suffices to show that the span of any $(n-s)$ rows of $B$ contains $1$. Observe that $B$ consists of $n_1$ replicates of $E_{k_1}$ row-wise. Since $n-s = n_1(a-b)+1$, then by pigeonhole principle, any set of $(n-s)$ rows of $B$ contains a set of $(a-b+1)$ rows of $E_{k_1}$. Since $1$ is in the span of these $(a-b+1)$ rows, $1$ is also contained in the span of the $(n-s)$ rows.

Suppose that an $(n, s+1, k, w)$-GCM $B$ is constructed from an $(a, b, a, b)$-GCM $E$ using Theorem 2. We call $E$ the seed matrix of $B$. Observe that the size of minimal decodable sets for $B$ has the same size as the minimal decodable sets for the smaller seed matrix $E$. In Section IV, we reduce the size of the decodable sets further for the seed matrices.

In the next subsection, we analyse the expected delay for the repetition scheme and demonstrate that this expected delay converges to the fundamental delay.

A. Asymptotic Analysis of Expected Delay

This subsection is devoted to the analysis of the expected waiting time for this scheme. As observed in practice [6], the processing time for each workers is independently and identically distributed by the Pareto distribution with parameters $t_0, \xi$ for some $t_0, \xi > 0$. Formally, when the random variable $X \sim$ Pareto($t_0, \xi$), the cumulative density function of $X$ is given by

$$F_X(t) = 1 - \left(\frac{t_0}{t}\right)^\xi,$$ \hspace{1cm} (4)

while the probability density function of $X$ is given by

$$f_X(t) = \frac{\xi t_0^{\xi}}{t^{\xi+1}},$$ \hspace{1cm} (5)

Here $t_0$ represents the fundamental or minimum delay of a worker and in practice, we have $1 \leq \xi \leq 2$ [6]. The following proposition provides the asymptotic approximation of the expected delay resulting from the scheme in Theorem 2.

Proposition 2. Fix coprime integers $a$ and $b$ and let $E$ be an optimal $(a, b, a, b)$-GCM. For integer $n_1$, set $k_1 = 1$ and set $B$ to be the $(n, s+1, k, w)$-GCM constructed from Theorem 2.

Let $T_{\text{delay}}^R$ be the random variable measuring the delay or the time taken by the taskmaster to obtain a decodable set. Then, as $n_1 \to \infty$, the expected delay time converges to $t_0$. That is,

$$\lim_{n_1 \to \infty} \mathbb{E}(T_{\text{delay}}^R) = t_0.$$

Proof. We reindex the rows of $B$ with $(1, 1), (1, 2), \ldots, (1, a), (2, 1), (2, 2), \ldots, (2, a), \ldots, (n_1, 1), (n_1, 2), \ldots, (n_1, a)$. For $i \in \{1, 2, \ldots, n_1\}$ and $j \in \{1, 2, \ldots, a\}$, we let $T_{(i,j)}$ denote the random variable measuring the processing time of the worker $W_{(i,j)}$. Then $T_{(i,j)} \sim$ Pareto($t_0, \xi$) and we denote the probability and cumulative density functions of the Pareto distribution with $f_P(t)$ and $F_P(t)$, respectively.

Fix $j \in \{1, 2, \ldots, a\}$. Observe that the rows indexed by $(1, j), (2, j), \ldots, (n_1, j)$ are identical. Hence, we are interested in the time required to obtain the response from one of these workers. Set $T_j = \min_{1 \leq i \leq n_1} T_{(i,j)}$, or $T_j$ is the first order statistic of the set of random variables $\{T_{(1,j)}, T_{(2,j)}, \ldots, T_{(n_1,j)}\}$. Then the PDF of $T_j$ can be computed as

$$f_{T_j}(t) = \frac{n_1!}{(1-1)! (n_1-1)} f_P(t) (1-F_P(t))^{n_1-1},$$

$$= n_1 \left( \frac{t_0}{t} \right)^\xi \left( 1 - \left( 1 - \left( \frac{t_0}{t} \right)^\xi \right) \right)^{n_1-1},$$

$$= n_1 \left( \frac{t_0}{t} \right)^\xi \left( \frac{t}{t_0} \right)^\xi (\xi (n_1-1) = (n_1 \xi) \frac{t_0^{n_1} \xi}{n_1+1},$$

$$= (n_1 \xi) \frac{t_0^{n_1} \xi}{n_1+1}.$$
In other words, $T_j \sim \text{Pareto}(t_0, n_1 \xi)$.

Now, in order to compute the gradient vector, we need at least $(a-b+1)$ rows of $E$. In other words, $T_{\text{delay}}$ is the $(a-b+1)$-th order statistics of the set of random variables $\{T_1, T_2, \ldots, T_n\}$. The expected value for this distribution can then be calculated using the formula in [7]. Specifically,

$$
\mathbb{E}(T_{\text{delay}}) = t_0 \frac{\Gamma \left( b - \frac{1}{n_1 \xi} \right) \Gamma \left( a + 1 \right)}{\Gamma(b) \Gamma \left( a + 1 - \frac{1}{n_1 \xi} \right)}
$$

where $\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt$.

Note that

$$
\lim_{n_1 \to \infty} b - \frac{1}{n_1 \xi} = b \quad \text{and} \quad \lim_{n_1 \to \infty} a + 1 - \frac{1}{n_1 \xi} = a + 1.
$$

Therefore, by the continuity of Gamma function [8], we have

$$
\lim_{t \to \infty} \frac{\Gamma \left( b - \frac{1}{n_1 \xi} \right) \Gamma \left( a + 1 \right)}{\Gamma(b) \Gamma \left( a + 1 - \frac{1}{n_1 \xi} \right)} = \frac{\Gamma(b) \Gamma(a+1)}{\Gamma(b) \Gamma(a+1)} = t_0.
$$

**Remark 1.** Fix the ratio $k/w$. We consider the family of optimal GCMs constructed by Halbawi et al. [5]. As in Proposition 1, we consider the random variable $T_{\text{delay}}^H$ and following our derivation, we have

$$
\mathbb{E}(T_{\text{delay}}^H) = t_0 \frac{\Gamma \left( s + 1 - \frac{1}{\xi} \right) \Gamma \left( n + 1 \right)}{\Gamma(s+1) \Gamma \left( n + 1 - \frac{1}{\xi} \right)}.
$$

This value does not approach $t_0$ as the difference between the Gamma functions on the numerator and denominator does not approach zero. Instead, Halbawi et al. demonstrated that

$$
\mathbb{E}(T_{\text{delay}}^H) \text{ converges to } t_0 \left( \frac{\xi}{\xi} \right)^{-\frac{1}{\xi}}.
$$

Therefore, the repetition scheme reduces the expected delay by a factor of $\left( \frac{\xi}{\xi} \right)^{-\frac{1}{\xi}}$ asymptotically.

**B. Numerical Experiments**

We perform numerical experiments to corroborate Propositions 1 and 2. Specifically, we set $a = 3$ and $b = 2$ and model the processing time of each worker with the distribution Pareto(0.001, 1.1) following [5].

For different numbers of workers, we conducted a simulation and obtained the average delay (over 1000 trials) resulting from two different schemes. Specifically, for $n_1 \in \{1, 2, \ldots, 16\}$, we set $n = k = 3n_1$ and $s + 1 = w = 2n_1$. The first scheme then uses $(n, s + 1, k, w)$-GCM constructed by Halbawi et al., while the second scheme uses the $(n, s + 1, k, w)$-GCM constructed resulting from Theorem 2 with $E'$ in Example 3 as the seed matrix. We compare the average delay in Figure 1.

Observe that as the number of workers increases, the average delay of the first scheme converges to $(3/2)^{-1.1}t_0 \approx 1.45t_0$, corroborating Proposition 1. In contrast, the average delay converges to $t_0$ verifying Proposition 2.
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**IV. Seed Matrices with Smaller Decodable Sets**

In the previous section, we used an $(a, b, a, b)$-GCM as a seed matrix for the repetition scheme and showed that the expected delay converges to the fundamental delay when the number of workers is sufficiently large. In this section, we further reduce the size of minimal decodable sets for the seed matrix so that the expected delay converges as a faster rate.

Now, in previous constructions of optimal GCMs, the authors focussed on ensuring that all minimal decoding sets have size equal to $a-b+1$. Often, these GCMs have the property that all minimal decoding sets have size equal to $a-b+1$. For example, when $a = 5$ and $b = 2$, the construction of Raviv et al. [4] yields the following GCM

$$
E_R = \begin{pmatrix}
\alpha & 0 & \beta & 0 & 0 \\
\beta & 0 & \alpha & 0 & 0 \\
0 & \alpha & 0 & \beta & 0 \\
0 & \beta & 0 & \alpha & 0 \\
0 & 0 & \alpha & 0 & \beta
\end{pmatrix},
$$

where $\alpha = (\omega_5^4 - \omega_5^2 - 2\omega_5^3 + 2 \omega_5 + 2)$, $\beta = -2\omega_5^4 - \omega_5^3 + 2 \omega_5 + 2$, and $\omega_5$ is the primitive fifth root of unity. Then the family of minimal decodable sets for $E_R$ is given by

$$
\{\{2, 3, 4, 5\}, \{1, 3, 4, 5\}, \{1, 2, 4, 5\}, \{1, 2, 3, 5\}, \{1, 2, 3, 4\}\}.
$$

On the other hand, consider the following matrix

$$
E_s = \begin{pmatrix}
2 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 2
\end{pmatrix},
$$

Then the family of minimal decoding sets is given by

$$
\mathcal{D}_s = \{\{1, 3, 5\}, \{2, 4, 5\}, \{1, 2, 3, 4\}\}.
$$

Observe that each 4-subset of $\{1, 2, 3, 4, 5\}$ contains at least one decodable set in $\mathcal{D}_s$. Therefore, $E_s$ is also an optimal $(5, 2, 5, 2)$-GCM.
The above construction can be generalized to all odd $a$ and $b = 2$. Instead of having $a$ minimum decodable sets of size $(a - 1)$, the next construction provides an optimal $(a, b, a, b)$-GCM three minimum decodable sets, two of size $(a + 1)/2$ and one of size $a - 1$.

**Theorem 3** (Seed Matrix with $b = 2$). Let $a$ be an odd integer. Consider the following set of indices

$$S = \{(2j - 1, j), (2j, j) : 1 \leq j \leq a - 1\} \setminus \{(1, 1)\},$$

where the arithmetic of indices is taken over modulo $a$. Construct a matrix $E \in \mathbb{R}^{a \times a}$ as follows

$$E_{i,j} = \begin{cases} 
1, & \text{if } (i, j) \in S \\
2, & \text{if } (i, j) \in \{(1, 1), (a, a)\} \\
-1, & \text{if } (i, j) = (a - 1, a) \\
0, & \text{otherwise}. 
\end{cases}$$

Then the minimum decodable sets are given by

$$\{(1, 3), \ldots, a - 2, a\}, \{2, 4, 6, \ldots, a - 1, a\}, \{1, 2, \ldots, a - 1\}.$$  

**Proof.** For each decodable set, we demonstrate that 1 is in the span of the corresponding rows. Set $r_i$ to be the $i$th row of $E$. Then

$$1 = \frac{1}{2}r_1 + r_3 + \cdots + r_{a-2} + \frac{1}{2}r_a$$

$$= r_2 + r_4 + \cdots + r_{a-1} + r_a$$

$$= r_1 - r_2 + 2r_3 - r_4 + \cdots + 2r_{a-2} - r_{a-1}.$$ 

To conclude this section, we perform numerical experiments to examine the effect of reducing the size of the decodable sets. Specifically, we set $n = 5$ and consider the seed matrices $E_R$ and $E_s$ in this section. We then vary $k_1 \in \{1, 2, \ldots, 10\}$ with $k_1 = 1$ and construct $(n, s + 1, k, w)$-GCMs using Theorem 2 with the two different seed matrices. As before, we model the processing time of each worker with the distribution Pareto($0.001, 1.1$) and compute the average delay from 1000 trials. We then repeated the numerical experiment with $a = 21$. Figure 2 compares the average delays amongst the different schemes.

As observed in Figure 2, even though the schemes have the same asymptotic average delay, the average delay converges to the fundamental delay at a faster rate.

V. CONCLUSION

In this work, we looked at the problem of stragglers in the distributed computation of the gradient function in machine learning. By modifying existing schemes, we are able to compute the gradient with significantly less replies in most cases and hence, reduce the expected delay.

Of significance, we used seed GCMs in previous works [4], [5] to construct explicit optimal GCMs. For this family of GCMs, we then showed that the expected delay approaches the fundamental delay $t_0$ (see Theorem 2 and Proposition 2). Our results therefore imply that given a sufficient number of machines, it is possible to distribute the computations such that the effect of stragglers becomes negligible.

In Section IV, we then provided an explicit construction of $(n, 2, a, 2)$-GCMs such that in most cases $(n + 1)/2$ responses are sufficient to recover the gradient. As illustrated by Figure 2, suitable modifications of the seed matrices result in a significant improvement in delay. Therefore, it is of practical interest to design seed matrices with smaller decodable sets for $b > 2$.
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