Bayesian Method for Continuous Cursor Control in EEG-Based Brain-Computer Interface
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Abstract—To develop effective learning algorithms for continuous prediction of cursor movement using EEG signals is a challenging research issue in Brain-Computer Interface (BCI). To train a classifier for continuous prediction, trials in training dataset are first divided into segments. The difficulty is that the actual intention (label) at each time interval (segment) is unknown. In this paper, we propose a novel statistical approach under Bayesian learning framework to learn the parameters of a classifier. To make use of all the training dataset, we iteratively estimate probability of the unknown label, and use this probability to assist the training process. Experimental results have shown that the performance of the proposed method is equal to or better than the best results so far.

I. INTRODUCTION

Brain-Computer Interface (BCI) provides a new communication channel to the existing human-computer interface [1]. Electroencephalogram (EEG) is the most prevailing signal for non-invasive BCIs. One of the problems researchers are trying to solve is the cursor movement controlled by EEG signal. The methods for cursor control BCI come under two categories, regression [2,3] and classification [4,5,6]. Each of them has its merits. Here, we adopt classification method to continuously predict cursor movement (up or down in one dimensional (1-D) case as discussed here) using EEG signal. The methods for cursor control BCI come under two categories, regression [2,3] and classification [4,5,6]. Each of them has its merits. Here, we adopt classification method to continuously predict cursor movement (up or down in one dimensional (1-D) case as discussed here) using EEG signal. To train the classifier, we divide each trial into segments. Now the key issue is how to train a classifier, with given training dataset where there is no knowledge of actual intended cursor movement at any time intervals during a trial. In other words, for each trial, although the final target label of the trial is known, the true label of each segment is unknown, which imposes great difficulties in the classifier training. In this paper, we denote this issue as “Unlabeled Problem”.

In [4] Roberts et al. extracted features using an AR model and classified them into cursor movement. Since their method is used in the 1-D two targets cursor control scenario, they can label the training dataset, and use standard Bayesian learning method to train the classifier. In 1-D four targets cursor control scenario, which we are discussing here, Cheng et al. [5] proposed an offline method to classify the cursor target position, and reported results on BCI Competition 2003 cursor control Dataset 2a [7]. Blanchard et al. [6] described both continuous method and offline method using Common Spatial Pattern (CSP) for feature extraction, using Fisher discriminant (continuous method) and regularized linear discriminant (offline method) for classification. The results derived from their method won the BCI competition 2003 for cursor control dataset 2a. As proposed in [6], a simple solution to solve the unlabeled problem for continuously predicting cursor movement is to only use trials of top and bottom targets for training the classifier. In this case, they can further label the training dataset by assuming that in trials of top target the subject would try to make the cursor always go up. Then, they can use the classifier trained using partial training dataset (top and bottom targets) to perform 4 targets cursor control. As we have seen from above discussion, [4] and [6] simplified the unlabeled problem by reducing the number of labels from 2 (up and down) to 1 (either up or down depending on the target). We feel that the simplification in [4] and [6] are done at trial level, while the actual cursor control is carried out at finer time interval. For target on top, although the cursor has to go up to reach the final target, it is not necessarily true that the cursor always goes up at all time intervals.

In this paper, we propose a statistical learning method, under Bayesian learning framework. First we divide the training dataset into segments whose labels are not known, and then represent the training dataset by assigning a probability to the possible movement (the label of the segment) at each time interval. To exploit
our prior knowledge of the segment label, we propose to use an estimated probability of the label to assist the training process. During the training process, this probability is updated iteratively. We test our method on the BCI Competition 2003 Cursor Control Dataset 2a. Our result is better than other most recent algorithms on averaged accuracy over different subjects. The experiment results demonstrate that the proposed method can make full use of the training dataset.

II. THE PROPOSED LEARNING ALGORITHM FOR CONTINUOUS PREDICTION

In this section, we derive the proposed learning algorithm under Bayesian learning framework. First we formulate the learning problem as follows. Let $D = \{x_i, z_i\}_{i=1}^{N_D}$ be the training dataset consisting of $N_D$ independent and identically distributed (i.i.d.) observations, where $x_i$ denotes the $i^{th}$ trial and $z_i$ denotes the target label of the $i^{th}$ trial. For continuously predicting the cursor movement, each trial is divided into certain number of segments. Let $x_i = \{x_{i1}, x_{i2}, \ldots, x_{iJ}\}$, where $x_{ij}$ denotes the $j^{th}$ segment of the $i^{th}$ trial and $J$ is the total number of the segments in a trial. In this learning problem the label of each segment $x_{ij}$ is not known exactly, although we have some prior knowledge from the target label of $x_i$. Let $y_{ij} \in \Phi$ be the true label of $x_{ij}$. $\Phi$ is the given segment’s label set. Let $\theta$ denotes the parameter of the classifier that maps the feature space of $x_{ij}$ into the label set $\Phi$.

Based on the Bayesian theorem, we can estimate $\theta$ under MAP criterion:

$$
\max_{\theta} p(\theta | D) = \max_{\theta} \left[ \frac{p(D | \theta) p(\theta)}{p(D)} \right] = \max_{\theta} [p(D | \theta) p(\theta)]
$$

For the sake of simplicity, we assume that $y_{ij}$ are independent given corresponding segment $x_{ij}$. Let $P(y_{ij} | x_{ij}, \theta)$ be the probability of label of segment $x_{ij}$ and $y \in \Phi$. Then the posterior $p(\theta | D)$ can be formulated as follows (strictly we only model the probability of $\{y_{ij}\}_{i=1}^{N_D}, \{y_{ij}\}_{j=1}^{J}$ as suggested in [10], which is a Conditional Bayesian inference defined in [11]):

$$
p(\theta | D) = \frac{1}{Z_D} \prod_{i,j} P(y = y_{ij} | x_{ij}, \theta) p(\theta)
$$

where $Z_D$ is the normalization factor.

However, in the learning problem described above, we do not know the true value of the segments’ labels. As an approximation, we propose to use a weighted average to estimate $P(y = y_{ij} | x_{ij}, \theta)$.

We define the following expectation:

$$
I_{pp} = E_{P(y_{ij} | x_{ij})} \left[ \ln P(y | x_y, \theta) \right]
$$

where $\hat{P}(y | x_{ij})$ is the estimated probability of the label of $x_{ij}$ (the update procedure of $\hat{P}(y | x_{ij})$ will be discussed later). It is obvious that $\exp(I_{pp}) \in [0, 1]$. Furthermore, we can see later that under the definition of $I_{pp}$, the given probability $\hat{P}(y | x_{ij})$ plays a central role in the proposed learning criterion.

Using $\exp(I_{pp})$ instead of $P(y = y_{ij} | x_{ij}, \theta)$ in (2), we obtain:

$$
\hat{P}(\theta | D) = \frac{1}{Z_D} \prod_{i,j} \exp(I_{pp}) p(\theta)
$$

(3)

where $Z_D$ is the normalization factor.

Furthermore, as suggested in [10], the prior $p(\theta)$ is modeled as the Gaussian distribution $p(\theta) = \mathcal{N}[0, \alpha^2]$, where $\alpha$ is the precision parameter. Then $\theta$ is estimated via maximizing the logarithm of $\hat{P}(\theta | D)$ as follows:

$$
\theta^* = \arg \max_{\theta} \{ \ln \hat{P}(\theta | D) \}
= \arg \min_{\theta} \left[ \sum_{i,j} \sum_{y \in \Phi} \hat{P}(y | x_{ij}) \ln \frac{1}{\hat{P}(y | x_y, \theta)} + \frac{\alpha}{2} \theta^T \theta \right]
$$

(4)

where the precision parameter $\alpha$ here acts as a regularization constant. It can be estimated as part of the Bayesian Learning paradigm using a second level of Bayesian inference [8]. To reveal the characteristics of the proposed criterion, since $\hat{P}(y | x_{ij})$ is independent on $\theta$, we rewrite the above criterion as follows:

$$
\theta^* = \arg \min_{\theta} \left[ \sum_{i,j} \sum_{y \in \Phi} \hat{P}(y | x_{ij}) \ln \frac{\hat{P}(y | x_{ij})}{\hat{P}(y | x_y, \theta)} + \frac{\alpha}{2} \theta^T \theta \right]
$$

(4)

From the proposed criterion we can see that $\hat{P}(y | x_{ij})$ is used to supervise the optimization process by minimizing the Kullback-Leibler distance between $\hat{P}(y | x_{ij})$ and $P(y | x_{ij}, \theta)$, which will let $\hat{P}(y | x_{ij}, \theta)$ close to $\hat{P}(y | x_{ij})$. In the proposed method $\hat{P}(y | x_{ij})$ is initialized using the prior knowledge of the segment label. In the optimization process, we update $\hat{P}(y | x_{ij})$ iteratively to transform the prior into posterior by extracting information from the dataset. Furthermore, we can see that if we set $\hat{P}(y | x_{ij})$ to be the delta function $\delta(y, y_{ij})$, where $y_{ij}$ is the true label of $x_{ij}$, then the proposed criterion (4) will degenerate to:
\[ \theta^* = \arg \min_{\theta} \{-\sum_y [\delta(y, y_{\theta}) \ln P(y_{\theta} \mid x_{ij}, \theta) + (1 - \delta(y, y_{\theta})) \ln(1 - P(y_{\theta} \mid x_{ij}, \theta))] + \frac{\alpha}{2} \theta^T \theta \} \]  
\tag{5} 

This criterion has been used in [4]. To show the improvement of the proposed algorithm by fully using the dataset, we take criterion (5) as baseline.

To derive the algorithm from the above framework, we have to model \( P(y \mid x_{ij}, \theta) \) first. For simplicity let us model \( P(y \mid x_{ij}, \theta) \) in the binary case. Let \( \Phi \in \{C_1, C_0\} \) denote the segment label set, where \( C_1 \) and \( C_0 \) stand for the two classes. The probability \( P(y \mid x_{ij}, \theta) \) can be model as follows:

\[ P(C_1 \mid x_{ij}, \theta) = \frac{1}{1 + \exp(-\theta^T x_{ij})} = g(\theta^T x_{ij}) = g(a) \]  
\tag{6} 
\[ P(C_0 \mid x_{ij}, \theta) = 1 - P(C_1 \mid x_{ij}, \theta) \]

where \( a \) denotes \( \theta^T x_{ij} \). It should be noted that, without confusion, we use \( x_{ij} \) to denote the feature extracted from the \( j \)th segment of the \( i \)th trial when operating with other variables in a function. The motivation for using this form of discriminant has been discussed in [10].

However, if \( P(y \mid x_{ij}, \theta) \) is used as a classifier directly, the estimation error of \( \theta \) will make the output of the classifier overconfident. To solve this problem, as suggested in [9], the following equation is used as our classifier:

\[ P(C_1 \mid x_{ij}, D) = g(k(\sigma^2(x_{ij}))a^*(x_{ij})) \]  
\tag{7} 

where \( a^*(x_{ij}) = <\theta^*, x_{ij}> \), \( <, > \) denotes the dot product. \( k(\sigma^2) = (1 + \pi \sigma^2)^{1/2} \), \( \pi^2 = x_{ij}^T H^{-1} x_{ij} \), \( H \) is Hessian matrix.

It is worth mentioning that in the aforementioned learning problem, the segment label of \( x_{ij} \) is not known, so it is difficult to set \( \hat{P}(y \mid x_{ij}) \) individually for each segment \( x_{ij} \). Thus we set \( \hat{P}(y \mid x_{ij}) \) with the same value for all \( x_{ij} \) which belong to the same trial.

To update \( \hat{P}(y \mid x_{ij}) \) from training dataset, we minimize the KL distance \( D_{KL}(\hat{P} \parallel P) \) with respect to \( \hat{P} \) under constrain \( \sum_{y \in \Phi} \hat{P}(y \mid x_{ij}) = 1 \).

Then the optimization algorithm can be summarized as follows. First we estimate \( \theta^{(t+1)} \) using the following criterion:

\[ \theta^{(t+1)} = \arg \min_{\theta} \left\{ \sum_{ij} \sum_{y \in \Phi} \hat{P}^{(t)}(y \mid x_{ij}) \ln \frac{\hat{P}^{(t)}(y \mid x_{ij})}{P(y \mid x_{ij}, \theta)} + \frac{\alpha}{2} \theta^T \theta \right\} \]

Then, we update \( \hat{P}^{(t+1)} \) as follows:

\[ \hat{P}^{(t+1)}(C_1 | x_{ij}) = \frac{\prod_{m \in \text{set}_i \mid C_1} P(C_1 | x_{ij}, \theta^{(t)})}{\prod_{m \in \text{set}_i \mid C_0} P(C_0 | x_{ij}, \theta^{(t)})} \]

\[ \hat{P}^{(t+1)}(C_0 | x_{ij}) = 1 - \hat{P}^{(t+1)}(C_1 | x_{ij}) \]

where \( N \) is the total number of segments belong to the trials whose target labels are the same.

We perform these two iterative steps to estimate the parameter vector \( \theta \). It can be proved that the algorithm is convergent (The proof is beyond the scope of this paper and therefore not provided here for the sake of brevity).

### III. Implementation of the Proposed Algorithm to Cursor Control Problem

In this paper we evaluate the proposed algorithm in cursor control problem, specifically for 1-D control with four targets based on Mu/Beta rhythms. First we introduce the scenario of 1-D four targets cursor control BCI. There are four targets on the right side of the screen. Targets 1 to 4 are aligned from top to bottom position. The starting position of the cursor is on the middle of the left side screen. The subject’s task is to move the cursor to the pre-decided target using their EEG signal. The cursor was moved every hundreds of milliseconds. Our aim is to use the classifier to continuously predict the cursor movement at each time interval as well as the final target.

To perform the continuous cursor control, first we extract the power features centralizing on the alpha and beta bands, from the EEG data. Then we learn the parameter \( \theta \) of the classifier and use (7) to carry out the prediction of the cursor movement at each control step. Let \( d_{ij} \) denotes the displacement of cursor movement at the \( j \)th time interval of the \( i \)th trial, we have:

\[ d_{ij} = \frac{1}{J} \left\{ P(C_1 | x_{ij}, D) - \frac{1}{2} \right\} \]  
\tag{8} 

where \( J \) is the total number of the segments of the \( i \)th trial. Then we formulate the vertical displacement \( D_{ij} \) between the middle line of the screen and the cursor at the \( j \)th time interval of the \( i \)th trial as follows:

\[ D_{ij} = \frac{1}{J} \sum_{d_{ij}} \left\{ P(C_1 | x_{ij}, D) - \frac{1}{2} \right\} \]

where \( J \) is the total number of the segments of the \( i \)th trial.

To evaluate the performance of our algorithm, we choose three thresholds \( t_1 < t_2 < t_3 \), to classify the final distance \( D_{ij} \) controlled by \( x_{ij} \) into four categories, such that trial \( x_{ij} \) belongs to target 1, if \( t_1 < D_{ij} \), and trial \( x_{ij} \) belongs to target 2, if \( t_2 < D_{ij} < t_1 \), and so on.
IV. EXPERIMENTAL RESULTS

To evaluate the performance of our method, we tested it on the BCI Competition 2003, Dataset 2a. This dataset consisted of ten 30-min sessions for three subjects (A, B, C). In each session, there are 192 trials. The training set consisted of all the trials of 1—6 sessions. The test set consisted of 7—10 sessions. Both the proposed method and the baseline method were applied to this dataset. To set the initial value of $P(y \mid x)$ in the proposed method, a six fold cross-validation was performed on the training dataset. Since in the baseline method we had to assign label to each segment, as proposed in [6], we assume the labels for the segments of target 1 belong to $C_1$ and labels of target 4 belong to $C_0$, and used the trials belong to the first and the fourth targets of the first six sections to train the classifier. The three thresholds $\{t_i\}_{i=1,2,3}$ are chosen in the training process.

In order to benchmark the performance of our proposed algorithm, we compared it with baseline method, Tsinghua’s method [5] and Blanchard’s method [6]. The averaged accuracies of each of these methods are listed in Tab.I. In Table I, AA, BB and CC denote different subjects. Avg. denotes the averaged accuracy over all three subjects. It is worth mentioning that since our proposed method is continuous, here we compare our results with the results of continuous method in [6]. It is clear from Tab.I, that the proposed method outperforms the baseline method and Tsinghua’s method on every subject. For subject BB the results of the proposed method are better than all the other three methods. This comparison shows that the accuracy of our method is among the best.

V. CONCLUSIONS

In this paper, we proposed a new statistical method, based on the Bayesian learning framework, to learn parameters of a classifier under MAP criterion. To solve the unlabeled problem, we used the estimated probability $\hat{P}(y \mid x)$ to assist the optimization process, and update $\hat{P}(y \mid x)$ iteratively. Experiments showed that the accuracy of our algorithm is among the best, and the proposed method can make use of all the training data.
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