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HIGHLIGHTS

• We evaluate the performance of EC–PC spike detection method under different firing rates, SNRs.
• Both simulated and experimental data are used in the performance evaluations.
• Results show that the EC–PC detection method is the most robust in comparison with some popular detectors.
• We show that the detection Precision can be derived without requiring additional user input parameters.
• We also report a hardware implementation based on a 0.13 μm CMOS chip.

ABSTRACT

Background: Online spike detection is an important step to compress neural data and perform real-time neural information decoding. An unsupervised, automatic, yet robust signal processing is strongly desired, thus it can support a wide range of applications. We have developed a novel spike detection algorithm called "exponential component–polynomial component" (EC–PC) spike detection.

New method: We firstly evaluate the robustness of the EC–PC spike detector under different firing rates and SNRs. Secondly, we show that the detection Precision can be quantitatively derived without requiring additional user input parameters. We have realized the algorithm (including training) into a 0.13 μm CMOS chip, where an unsupervised, nonparametric operation has been demonstrated.

Results: Both simulated data and real data are used to evaluate the method under different firing rates (FRs), SNRs. The results show that the EC–PC spike detector is the most robust in comparison with some popular detectors. Moreover, the EC–PC detector can track changes in the background noise due to the ability to re-estimate the neural data distribution.

Comparison with existing methods: Both real and synthesized data have been used for testing the proposed algorithm in comparison with other methods, including the absolute thresholding detector (AT), median absolute deviation detector (MAD), median energy operator detector (NEO), and continuous wavelet detector (CWD). Comparative testing results reveals that the EP–PC detection algorithm performs better than the other algorithms regardless of recording conditions.

Conclusion: The EC–PC spike detector can be considered as an unsupervised and robust online spike detection. It is also suitable for hardware implementation.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Neurons in the brain form closely connected networks and use action potentials to transfer information (Gerstner et al., 1997; Buzsáki, 2006). To study information generation, representation and propagation, action potentials need to be extracted from the raw data, a process known as spike detection (Lewicki, 1998).
So far different spike detection algorithms have been reported in the literature (Chandra and Optican, 1997; Harrison, 2003; Gibson et al., 2009; Quiroga et al., 2004; Kim and Kim, 2000, 2003; Mukhopadhyay and Ray, 1998; Choi et al., 2006; Semmaoui et al., 2012; Gosselin and Sawan, 2009; Maragos et al., 1993; Goodall and Horsch, 1992; Mmetwa and Smith, 2006; Kaneko et al., 1999; Gozani and Miller, 1994; Kim and McNames, 2007; Harris et al., 2000; Henze et al., 2000; Zouridakis and Tam, 1997; Nenadic and Burdick, 2005). In the methods that rely on amplitude thresholding (Chandra and Optican, 1997; Harrison, 2003), spikes are detected when neural data exceed a pre-determined threshold, usually 3–6 times the root mean squared (RMS) value of the data. Because of the computational simplicity, the amplitude thresholding detection is suitable for on-line implementation (Gibson et al., 2009; Quiroga et al., 2004). However, its performance is not reliable at moderate or low SNRs conditions. The other candidates for on-line implementation are the nonlinear energy operator (NEO) based methods (Kim and Kim, 2000; Mukhopadhyay and Ray, 1998; Choi et al., 2006; Semmaoui et al., 2012; Gosselin and Sawan, 2009). In these methods, both instantaneous amplitude and frequency are taken into account to improve the detection accuracy. However, these methods provide satisfactory results only when the background noise can be described according to the undamped oscillator model (Maragos et al., 1993), which may not be valid in many situations. Another popular spike detection method is template matching, where spikes are detected according to the similarity between neural data and candidate spike template (Goodall and Horsch, 1992; Mmetwa and Smith, 2006; Kaneko et al., 1999; Gozani and Miller, 1994; Kim and McNames, 2007). It is effective given appropriately trained templates and stable neural signals; however, neural spikes may have both short-term and long-term variations that can cause false detection (Harris et al., 2000; Henze et al., 2000). In addition, cross-bin similarity measure and globally searching for the best match can be slow (Kim and McNames, 2007). Wavelet-based detectors are also used in spike detection (Kim and Kim, 2003; Zouridakis and Tam, 1997; Nenadic and Burdick, 2005). Similar to template matching, they require well-shaped mother wavelets to form suboptimal matched filters (Shalchyan et al., 2012). This approach requires the user to specify threshold at each individual layer followed by a joint decision making mechanism. Also the algorithm requires a considerable amount of computation for implementation (Nenadic and Burdick, 2005).

In our previous work (Yang et al., 2012), a new EC–PC framework for in vivo spike detection has been proposed. It is shown that neural data are a combination of two components including noise and detectable spikes. After Hilbert transform, the noise forms an exponential component (EC) and spikes form a polynomial component (PC). By using online trained EC and PC from raw data, the detector can output a probability map for spike detection. In this paper, we briefly introduce the EC–PC detection method, and evaluate its performance under different conditions (firing rates, SNRs), and in comparison with other methods. Both simulated and experimental data are used in the performance evaluations, showing that the EC–PC detection method is the most robust in comparison with some popular detectors.

However, the main contribution of this paper is to show that regardless of the recording condition, the numeric value of the probability threshold of the EC–PC detector is approximately equal to the expectation of detection Precision. In other words, we prove theoretically that the detection Precision can be quantitatively derived without requiring additional user input parameters. This new feature allows directly mapping a detection threshold to a point on the probability of false alarm (PFA) curve. As a result, the user can pick operation points from the receiver operating characteristic (ROC) curve, and the algorithm will automatically adjust the threshold accordingly. We also report a hardware implementation based on a 0.13 μm Complementary Metal Oxide Semiconductor (CMOS) chip, where an unsupervised, nonparametric operation has been demonstrated. The chip takes 2.5 s for training from the raw data (not requiring any user specified parameter), where once trained a real-time performance has been obtained.

The rest of this paper is organized as follows. Section 2 gives the algorithm formulation. Section 3 describes data preparations and testing protocols. Experimental results are presented in Section 4. Algorithm implementation in ASIC and testing results are summarized in Section 5. Discussions and concluding remarks are given in Section 6.

2. Robustness of the EC–PC detection algorithm

2.1. Algorithm overview

Extracellularly recorded neural data consist of neural spikes (300 Hz–5 kHz), field potentials (<250 Hz, Belitski et al., 2008), and noise. After applying highpass filtering on the raw neural data at 300 Hz, the filtered signal contains the following components

1. Activities of neurons within the recording radius, where spike power is much stronger than the noise power.
2. Activities of neurons in an extended radius (up to a few hundred μm), where spike power is comparable to the noise power.
3. Noise produced by different sources including unresolved synaptic activities, firing of distant neurons, and recording hardware.

To examine the recorded neural data distribution, let denote by \( V(t) \) and \( HV(t) \) the neural data sequence and its Hilbert transform respectively.\(^1\) They together form a strong analytic signal as

\[
V_\text{at}(t) = V(t) + jHV(t) = V(t) + j\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{V(\tau)}{t - \tau} \, d\tau
\]

(1)

where \( j^2 = -1 \) and \( \beta \) in front of the integral denotes the Cauchy principal value. The instantaneous power of the analytic signal \( V_\text{at}(t) \), is then given by

\[
Z(t) = |V_\text{at}(t)|^2
\]

(2)

It is shown in Yang et al. (2012) that for recordings with less visually detectable spikes, the probability density function of \( Z(t) \) (denoted by \( f(Z) \)) is an exponential function as

\[
f(Z) \approx f_\text{a}(Z) \approx \frac{1}{2\sigma^2} e^{-(Z/2\sigma)^2}, \quad Z \geq 0
\]

(3)

where \( f_\text{a}(Z) \) denotes the probability density function of noise term and \( \sigma \) is the data standard deviation. For moderate and high SNR recordings, the tale of \( f(Z) \) is mainly contributed from spikes and follows a polynomial function as (see Appendix A for more details)

\[
f(Z) \approx f_\text{s}(Z) \approx Z^{-(3+2x)/2x}
\]

(4)

where \( x \) is real number within 1–2. Both expressions in (3) and (4) together suggest that \( f(Z) \) is a combination of an exponential component \( (EC, e^{-Z/2\sigma}) \), generated by noise) and a polynomial component \( (PC, Z^{-1/2}) \), generated by spikes), as illustrated in Fig. 1.

Now, let assume that \( f_\text{a}(Z) \) and \( f_\text{s}(Z) \) are the exponential component and the polynomial component, trained in real-time respectively. Then, the spiking probability, i.e. the probability that

\(^1\) The Hilbert transform is used for two reasons. First, extracellular spike could have significant variation in shape. In comparison with data sequence, the corresponding analytic signal has less variation in shape and only require a single threshold for different shaped spikes. Second, as to be derived here, background noise has a simple representation in Hilbert space.
a data point with instantaneous power $Z$ is from a spike, can be quantitatively assessed by

$$p(Z) = \frac{f_d(Z)}{f_d(Z) + f_n(Z)} \approx \frac{(b/(Z^{2/2} + c))}{(b/Z^{2/2} + c) + ae^{-aZ^2}}$$  \tag{5}$$

where $(a, b)$ are the normalization coefficients that make $f(Z)$ sum to one and $c$ is added to regulate PC to avoid $f(Z)$ from going infinite at small values of $Z$. Specially, the data point $Z$ satisfying $p(Z) = 0.5$ is defined as EC–PC crossing point, at which point spike power is equal to noise power and EC and PC curves in Fig. 1 cross each other. The square root of crossing point is denoted by $Z_{EC/PC}$. When a sequence has large number of spikes, PC curve moves upwards, which in turn leads to a small $0.5^{0.5}_{EC/PC}$. Let $[m_i\Delta T, m_{i+1}\Delta T]$ be an arbitrary time window of a few ms, where $m = \ldots, -1, 0, 1, 2, \ldots$ and $\Delta T$ is the sampling interval. If we adopt a winner-take-all strategy, the probability that at least one spike appears in the $i$th window can be approximated by the peak spiking probability of the data points in the window as

$$P(i) = p(Z_i), \quad Z_i = \text{max}(Z(m\Delta T)), \quad m_i \leq m < m_{i+1}$$  \tag{6}$$

A plotting of $P(i)$ over time is a predictive map of spikes and defined as spiking probability map, which is illustrated in Fig. 1(b) and (c). Spike detection can be then performed by applying threshold on the spiking probability map.

### 2.2. Spiking probability

As mentioned above, the noise exhibits an exponential component and the spikes exhibit a polynomial component in the data distribution. Knowing these two distributions, a probability value is then assigned to every detected spike, which varies from ‘0’ to ‘1’. With ‘0’ corresponds to ‘definitely not a spike’ and ‘1’ corresponds to ‘definitely a spike’. The threshold applied to the spiking probability map is thus a probability threshold, which is denoted as $P_{TH}$. Let define the Precision of the detection (Fawcett, 2006), also used in Section 2.3.1, as

$$\text{Precision} = \frac{N_{cd}}{N_{dt}}$$  \tag{7}$$

where $N_{cd}$ is the number of correctly detected spikes and $N_{dt}$ is the number of total detected spikes. Now, we claim the following proposition.

**Theorem 1.** The Precision of the detection in (7) can be directly predicted by the probability threshold $P_{TH}$, by the following relationship

$$\text{Precision} = \frac{N_{cd}}{N_{cd} + \alpha N_{fd}} = P_{TH}$$  \tag{8}$$

where $\alpha$ is the parameter left to quantify the relative contribution from false spikes.

**Proof.** See Appendix B. $\square$

Our analysis suggests that the color of background noise influences the value of $\alpha$ and in general, $\alpha$ is close to one. To examine the statistics of $\alpha$, neural noise of different spectrum characteristics were used in simulated data. For each noise trial, 121 sequences with total firing rate ranging from 15 Hz to 90 Hz and SNR ranging from 3 to 5 have been synthesized. The data simulation protocol follows in Section 3.1.1.

### 3. Database and protocol

This section introduces the database and protocol which has been used in the paper.
peak and having both positive and negative peaks) and different width from more than 2 ms to less than 1 ms (see Fig. 12(a)). The value of $x$ in Eq. (10) is randomly set between 1 and 2. In the experiments, we used 30 neurons (thus 30 templates) and keep the total firing rate of one data sequence below 100 Hz. Individual neurons' firings are assumed to follow Poisson process. The SNR in our experiments is defined as the averaged peak amplitude of spike templates over background noise RMS

$$\text{SNR} = \frac{\left(1/n\right)\sum_{i=1}^{n}|V_i|}{\text{RMS}_n}$$

where $V_i$ is peak amplitude of each spike template and $\text{RMS}_n$ is noise RMS value. We have built simulated datasets with different SNR and firing rates to test the detection performance of EC–PC detector.

### 3.1. Database

#### 3.1.1. Simulated data

The simulated data are constructed by scaling and adding spikes into noisy segment. Recorded in vivo data that do not contain visually detectable spikes are used as the background noise (20–30 μV RMS). The extracted spike waveforms with large amplitude (>300 μV) are used as spike templates. The traditional protocols used for generating simulated data assume only one spike template in the noise sequence, while in our data synthesis protocols, we have considered a more realistic case. To be more precise, when an electrode is inserted into the brain, it is surrounded by a large number of neurons. Those located close to the electrode generate large spikes in the recording data and those far from the electrode generate small spikes. Thus, the amplitude of each template $V_M$ is scaled according to the distance between the electrode and space location of corresponding neuron (see Eq. (10)).

The scaling of the spike templates is based on the assumptions that first neurons are uniformly distributed in the space where the origin $(0, 0, 0)$ represents the location of the electrode; second, the amplitude of the spikes decrease as $1/r^4$ where $r$ is the distance between neurons and electrode and $x$ is a factor within 1 and 2. The data synthesis steps are

1. Place 64 neurons to form a cubic lattice structure centered at the origin and the space between the neighbor neurons is normalized to be one.
2. Randomly locate the electrode in a small region around the origin (within ($\pm 0.25, \pm 0.25, \pm 0.25$)) to generate different scaling factors and avoid unreasonably large spikes.
3. Choose 30 neurons that are most close to the electrode.
4. Get the scaling factors for these neurons as $V_M = A/r^4$. For unit normalized distance, $A$ could be around 100 μV. In the real data, the neuron density is around 50,000–100,000 per mm³ which means 20–30 μm for one normalized space. A typical distance versus amplitude curve is given in Fig. 2 with neurons denoted as dots. The x-axis can be scaled depending on the neuron density and more neurons can be included by further extending the recording range to more than 100 μm. However, because of the limited number of spike templates and to avoid small spikes which are more likely to be below the noise level (20 μV in RMS) we choose 30 neurons in our simulated data set.

The sampling frequencies of the spike templates and the simulated data are both 40 kHz. There are 120 templates in our spike template bank. They have different shape (positive peak, negative peak and having both positive and negative peaks) and different width from more than 2 ms to less than 1 ms (see Fig. 12(a)). The value of $x$ in Eq. (10) is randomly set between 1 and 2. In the experiments, we used 30 neurons (thus 30 templates) and keep the total firing rate of one data sequence below 100 Hz. Individual neurons' firings are assumed to follow Poisson process. The SNR in our experiments is defined as the averaged peak amplitude of spike templates over background noise RMS

$$\text{SNR} = \frac{\left(1/n\right)\sum_{i=1}^{n}|V_i|}{\text{RMS}_n}$$

where $V_i$ is peak amplitude of each spike template and $\text{RMS}_n$ is noise RMS value. We have built simulated datasets with different SNR and firing rates to test the detection performance of EC–PC detector.

#### 3.1.2. Simultaneous intracellular recording data

Another way for quantitative assessment of the spike detection algorithm is to use simultaneous intracellular recording data which are available from a public database contributed by Buzsáki’s Lab (Harris et al., 2000; Henze et al., 2000). The advantage of simultaneous intracellular recording is that it records neuron’s intracellular signals which are large in magnitude and can be viewed as ground truth and at the same time it records extracellular data with multichannel electrodes located outside of neurons. The use of simultaneous intracellular recording for performance evaluation is not straightforward. The electrode located close to the soma could have large intra-labeled spikes (the extracellular spikes indicated by intracellular recorded signal) and these spikes can be easily detected by many detectors. Electrodes far from the soma may miss intra-labeled spikes which become totally submerged in the noise, but record large amplitude spikes from other more proximally located neurons. In Shahid et al. (2010) the authors directly use the simultaneous recorded data treating the spikes from other neurons as false positives and comparing the detector performance by carefully sweeping threshold then counting the number of true positives, false negatives and false positives. It biases the performance when large spikes from other neurons exist. The method given in Obeid (2007) pre-detects these spikes as from a “secondary neuron” and count them neither as true positives nor as false positives. It avoids the influence from other neurons however the performance evaluation is biased by the pre-detector.

In this work, we pick the simultaneous recording data from high spiking probability channels (averaged spiking probabilities of intra-labeled spikes larger than 0.99), and extract every intra-labeled spike waveforms and their precise spike timing. Then we pick data from low spiking probability channels (few visually detectable spikes) as background noise. After scaling and adding together the background noise and the spike signals, we get new data with the ground truth from more than one neuron. The advantage of this data preparation protocol is twofold. First, it captures the actual spike timing and spike waveform deviation from in vivo recordings while maintains the controllable SNR and the rejection of large spikes from unlabeled neurons. Second, it is similar to those used in the most reference papers (Choi et al., 2006; Nenadic and Burdick, 2005) that use small number of neurons and do not consider amplitude scaling as a function of neuron-electrode distance. Here we use spike signals from three simultaneous intracellular recording sequences and the generated data are shown in Fig. 3. Neuron 1 has high firing rate (>5 Hz), neuron 2 has low firing rate (<1 Hz) while neuron 3 bursts thus has large spike amplitude deviation. Note that in Fig. 3, the scale of y-axis is without any unit. First we normalized the noise sequence to make its RMS value to be one. Then we scaled all the sequences to get the wanted SNR which is 4.
in this figure. In real data, the averaged spike amplitude for neuron 1, 2 and 3 is 460 µV, 460 µV and 160 µV respectively.

3.1.3. Real data from anesthetized rat
To support the proposed work as a candidate of robust spike detector, we have designed a controlled experiment on an anesthetized rat: a pair of microelectrodes is navigated into rat’s brain to identify a recording location that gives sustained brain activities. After fixing the recording location, an anesthesia drug is injected to gradually stop the animal heart beating. As a result, neurons are dying because of lack of fresh blood. 80 min neural recordings at 25 kHz/16b start from the electrode placement and last till the end of rat’s life (data RMS reach a floor of around 10 µV). Although we do not know the exact firing pattern of individual neurons, it is obvious that the firing rate estimated from the spike detection result should be decreased with time.

3.2. Testing experiments

3.2.1. Experiment using simulated data – ROC curves
ROC curves (Fawcett, 2006) are widely used for detection performance evaluation. In this experiment, we compare the ROC curves of different methods including the proposed EC–PC detection method, CWD, AT with RMS estimator, AT with median absolute deviation estimator (MAD) and NEO. The threshold of NEO is chosen as several times of the mean of NEO output as used in Gibson et al. (2010). The ROC comparison is performed under 9 different SNR/Firing rate situations and for each situation, the ROC curves are generated by averaging the results from 100 random trials.

Another reason why we use ROC curves is that we can select “optimal thresholds” for each detector to fairly compare their robustness in the following experiments. The threshold is actually a trade-off between true detections and false alarms. An optimal threshold only exists in high SNR recordings where most of the spikes can be successfully detected with few false alarms. This leads to a “turning point” in ROC curves where the curves start to be close to one. However, the optimal threshold does not always exist because in most cases the “turning point” cannot be clearly observed. It is further added that even one threshold is learned to be optimal in one sequence, it is often not optimal in another. To fairly compare the robustness of each spike detector, we selected the “reasonable thresholds” using the similar idea from Gibson et al. (2010). When forming the ROC curves, those thresholds which cause reasonable detection results (the probability of detection (PD) >0.7 and probability of false alarms (PFA) <0.3) were recorded. Since the total 900 simulation data cover a wide range of SNRs and firing rates, the reasonable thresholds of each detector were selected and further used in our experiments such that they gave the largest number of reasonable detection results. From the ROC curves, the selected thresholds for each detector are EC–PC =0.8, CWD = –0.1, AT = 3.5× data RMS, MAD = 4× STD, NEO = 10 which will be used in the following experiments.

3.2.2. Experiment using simultaneous recording data – SNR changes
We first performed EC–PC spike detection on simultaneous intracellular recording data as described in Section 3.1.2. The SNR levels of the data were set to be 3–6. Several metrics were listed to show the performance: P (actual positive, true spikes added in the sequence), TP (true positive, correctly detected spikes), FP (false positive, falsely detected spikes), FN (false negative, true spikes that are not detected by the detector), SE (sensitivity, defined as TP/P) and PR (Precision, defined as TP/(TP+FP)). The experiments were repeated 100 times to get statistical results by randomly adding noise segments under different SNRs.

3.2.3. Experiment using simulated data – FR changes
Simulated data were used to quantitatively study the robustness of the detectors to the situation where spike firing rate (FR) keeps...
changing during the recording. The whole simulated sequence was 3.5-min long. The firing rate was designed to be around 91 Hz at the very beginning and gradually decreased with a 15 Hz step for every 30-s. Finally the sequence ended with a firing rate of 1 Hz. The SNR is set to be high to make the FR the only parameter taken into consideration. Spike detection was performed every 30-s using four detectors, namely EC–PC, (continuous wavelet based detector) CWD, amplitude thresholding (AT), Median standard deviation (MAD) and NEO detectors. The threshold parameters of these detectors were fixed at the beginning (using the “optimal thresholds” given from ROC curves) and kept unchanged during the detection: EC–PC detector, probability threshold equals to 0.8; CWD, detection parameter equals to −0.1 with the “bior1.5” as the mother wavelet because as it is shown in Kim and Kim (2003) and Nenadic and Burdick (2005), the biorthogonal wavelets match the intrinsic structure of spike templates better than others. The number of scales is 8. In the AT, 3.5 times of data RMS value; MAD, 4 times of data STD; NEO 10 times of the mean of NEO output. For all the detectors, a spike is seen to be correctly detected if it is within 0.5 ms of the true arrival time given by ground truth data. The experiments were repeated 50 times to get statistical trends of FR change for each detector.

### 3.2.4. Experiment using simulated data – both FR and SNR changes

This experiment was designed to study the robustness of the detectors when the recording sequences have different FRs and different signal SNRs. Spike detection was performed under six firing rates ranging from 15 Hz to 90 Hz with a step of 15 Hz and eight SNRs from 2.5 to 6 with a step of 0.5. Under each of the total 6 × 8 combinations of FR/SNR, the experiments were performed 100 times and the averaged PFA vs. PD dots were to be plotted.

The thresholds for each detector were fixed at the optimal values given previously.

### 3.2.5. Experiment using anesthetized rat data

We used real data from anesthetized rat to show the robustness of the EC–PC detector. Spike detection and simple firing rate estimation were performed every 5 min using 20 sec data. EC–PC detector and other four detectors, AT, MAD, NEO and CWD, were used as well. Three different thresholds are picked for each detector: EC–PC: probability threshold 0.5, 0.8 and 0.95. AT: amplitude threshold 3 × RMS, 3.5 × RMS and 4 × RMS, MAD: amplitude threshold 3.5 × STD, 4 × STD and 4.5 × STD, NEO: 8 × Mean, 10 × Mean and 12 × Mean of NEO output, CWD: threshold parameter −0.13, −0.1, −0.05.

### 4. Results

#### 4.1. Simulated data – ROC curves

Fig. 4 shows the ROC curves of five detectors under 9 combinations of SNRs/FRs. Each curve is generated from averaging 100 random trials. In ROC curves, y-axis is probability of detection (correctly detected spikes/total added spikes, PD), and x-axis is probability of false alarm (falsely detected spikes/total detected spikes, PFA). Fig. 5 is the ROC curve averaging from total 900 trials. It can be seen from the figures that no detection method can outperform the others in the entire situations. The results from CWD are worst because there are 30 spike templates with different shapes and width added in one sequence which cannot be well represented by single mother wavelet. We also get the “optimal thresholds” for the five detectors using the method explained in Section 3.2.1. The thresholds achieving the maximum number of...
reasonable detection results are seen to be optimal and have been used in the rest experiments which are: EC–PC = 0.8, CWD = −0.1, AT = 3.5 × RMS, MAD = 4 × STD, NEO = 10.

4.2. Simultaneous recording data – SNR changes

Table 1 and 2 summarize the detection results of the EC–PC spike detector on simultaneous intracellular recording data when the probability threshold PTH is set at 0.8 and 0.9 respectively. In each table, the results are averaged from 100 trials and the standard deviations are shown in the brackets. The SNRs of the data are ranging from 6 to 3, leading to an increasing FN and a decreasing TP. Comparing the results under same SNR but different thresholds, the larger threshold gives worse TP but better FP. The unique advantage of the EC–PC detector is that given a probability threshold, the detection Precision (TP/(TP + FP)) is insensitive to the SNR and the value of Precision is around the value of probability threshold as shown in the PR columns. This point is further proved by the experimental results in Section 4.6.

4.3. Simulated data – FR changes

The estimated firing rates (detected spike number divided by 30-seconds) given by five detectors are plotted in Fig. 6. We have performed the spike detection for 50 times and the results were plotted in the figures with each gray curve from one random trial. The true firing rate was denoted as black solid line. The thresholds of each detector were fixed at the previously selected value. At the beginning, the firing rates of all the detectors showed some deviation from the true firing rate. Those of CWD, AT, MAD and NEO were smaller while those of EC–PC was a little bit larger. During 3.5 min long spike detection, EC–PC, CWD and MAD detectors followed the true FR curve and gave FR around 1 Hz in the end. However NEO and AT failed to follow the true firing rate curve in the end where they gave FR around 10 Hz much larger than the true value 1 Hz. They are not robust to the firing rate changes because they missed many spikes at the beginning of the sequence which indicated oversized thresholds but introduced many false alarms in the end indicating undersized threshold. The change of the FR causes both positive and negative errors for NEO and AT which cannot be compensated by optimizing the threshold parameters at the beginning of the recording. EC–PC and MAD performed better than CWD because FR of CWD began to be larger than true FR at 3 min though the maximum error was small.

4.4. Simulated data – both FR and SNR changes

The PFA versus PD dots is shown in Fig. 7 with each dot averaged from 100 random trials. The thresholds for each detector were fixed at the optimal values given previously. It can be seen clearly that under different FR/SNR situations, AT, MAD, CWD and NEO detector have PFA vs. PD dots dispersedly spreading over the PFA-PD space. This seemed normal because the recording conditions were quite different. However it reveals a common disadvantage of these detectors that the detection performance is non-robust to the neural recording conditions. The change of the recording condition could in many cases make the detection result move from its original location in PFA-PD space to a lower right dot which means the same detector with same threshold parameter gives a worse detection result (larger PFA but smaller PD) when condition changes. Unlike those detectors, the PFA vs. PD dots from EC–PC detector represented a “virtual line” in the figure. In most cases, when the recording condition changes, the PFA vs. PD dots move along the line, which means no matter the recording situations, once the threshold is fixed, the EC–PC detector obeys the trade-off of PFA and PD and detection results with both worse PFA and worse PD can rarely occur. Moreover, the prediction of Detection Precision can be also verified in this experiment. Since the probability threshold is set at 0.8, the Precision (1–PFA) should be around 0.8 which is centered at 0.78 in this experiment.

Table 1
Detection result of EC–PC detector when $P_{TH} = 0.8$.

<table>
<thead>
<tr>
<th>SNR</th>
<th>P</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>SE</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>301</td>
<td>292.1 (1.9)</td>
<td>91.1 (19.3)</td>
<td>8.8 (1.9)</td>
<td>0.97 (0.0064)</td>
<td>0.76 (0.038)</td>
</tr>
<tr>
<td>5.5</td>
<td>301</td>
<td>290.8 (2.0)</td>
<td>91.7 (17.2)</td>
<td>10.1 (2.0)</td>
<td>0.96 (0.0069)</td>
<td>0.76 (0.034)</td>
</tr>
<tr>
<td>5.0</td>
<td>301</td>
<td>288.3 (2.6)</td>
<td>85.0 (19.9)</td>
<td>12.6 (2.6)</td>
<td>0.95 (0.0087)</td>
<td>0.77 (0.042)</td>
</tr>
<tr>
<td>4.5</td>
<td>301</td>
<td>283.4 (3.0)</td>
<td>80.2 (18.1)</td>
<td>17.5 (3.0)</td>
<td>0.94 (0.0101)</td>
<td>0.78 (0.038)</td>
</tr>
<tr>
<td>4.0</td>
<td>301</td>
<td>269.1 (5.5)</td>
<td>69.7 (12.3)</td>
<td>31.9 (5.5)</td>
<td>0.89 (0.0185)</td>
<td>0.79 (0.028)</td>
</tr>
<tr>
<td>3.5</td>
<td>301</td>
<td>241.7 (5.8)</td>
<td>62.5 (13.5)</td>
<td>59.2 (5.8)</td>
<td>0.80 (0.0194)</td>
<td>0.79 (0.034)</td>
</tr>
<tr>
<td>3.0</td>
<td>301</td>
<td>203.1 (9.0)</td>
<td>46.5 (14.1)</td>
<td>97.8 (9.1)</td>
<td>0.67 (0.0301)</td>
<td>0.81 (0.040)</td>
</tr>
</tbody>
</table>

Table 2
Detection result of EC–PC detector when $P_{TH} = 0.9$.

<table>
<thead>
<tr>
<th>SNR</th>
<th>P</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>SE</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>301</td>
<td>292.0 (1.7)</td>
<td>38.8 (9.1)</td>
<td>8.9 (1.7)</td>
<td>0.97 (0.0060)</td>
<td>0.88 (0.0244)</td>
</tr>
<tr>
<td>5.5</td>
<td>301</td>
<td>290.2 (2.1)</td>
<td>38.6 (8.1)</td>
<td>10.8 (2.1)</td>
<td>0.96 (0.0072)</td>
<td>0.88 (0.0222)</td>
</tr>
<tr>
<td>5.0</td>
<td>301</td>
<td>285.7 (2.9)</td>
<td>36.3 (8.1)</td>
<td>15.2 (2.9)</td>
<td>0.94 (0.0099)</td>
<td>0.88 (0.0228)</td>
</tr>
<tr>
<td>4.5</td>
<td>301</td>
<td>277.0 (4.3)</td>
<td>33.7 (7.9)</td>
<td>23.9 (4.3)</td>
<td>0.92 (0.0145)</td>
<td>0.89 (0.0227)</td>
</tr>
<tr>
<td>4.0</td>
<td>301</td>
<td>258.0 (6.5)</td>
<td>28.9 (8.5)</td>
<td>43.0 (6.5)</td>
<td>0.85 (0.0217)</td>
<td>0.89 (0.0265)</td>
</tr>
<tr>
<td>3.5</td>
<td>301</td>
<td>225.6 (8.3)</td>
<td>23.1 (6.1)</td>
<td>75.4 (8.3)</td>
<td>0.74 (0.0279)</td>
<td>0.90 (0.0212)</td>
</tr>
<tr>
<td>3.0</td>
<td>301</td>
<td>163.2 (8.5)</td>
<td>18.3 (5.8)</td>
<td>117.8 (8.5)</td>
<td>0.60 (0.0283)</td>
<td>0.91 (0.02440)</td>
</tr>
</tbody>
</table>
Fig. 6. The firing rate estimated by five detectors. Each gray curve denotes the result from one random trial. The true firing rate was denoted as black solid line.
Fig. 7. Spike detection given by five detectors under six firing rates ranging from 15 Hz to 90 Hz with a step of 15 Hz and eight SNRs from 2.5 to 6 with a step of 0.5. Each dot represents the results under one combination of SNR and FR and is averaged from 100 random trials.
4.5. Experiment using anesthetized rate data

Fig. 8(a)–(j) shows the firing rate vs. time curves from five detectors. Fig. 8(a)–(c), (f)–(h) plots the results of channel-1 and Fig. 8(b)–(d), (i)–(k) plot the results of channel-2. Fig. 8(j) shows the RMS value of the bandpass filtered data at 300 Hz–5 kHz, where the initial value is 25–50 V. For each detector, the threshold was selected as: EC–PC = 0.5, 0.8, 0.95; AT = 3 × RMS, 3.5 × RMS, 4 × RMS; MAD = 3.5 × STD, 4 × STD, 4.5 × STD; NEO = 8, 10, 12 and CWD = 0.15, −0.1, −0.05. A robust spike detector should achieve the following detection results in this in-vivo experiment. First, since the neurons are dying over time, the overall trend of the firing rate should be decreasing. Second, at the end of the recording there should be no spikes detected. For AT, NEO and CWD methods, even the optimal thresholds given in previous section are selected, the firing rate (middle curves) either not decrease to zero at the end of the recording (Fig. 8(c)(d)(g)(i)(j)) or shows a weird trend (Fig. 8(j)).

When slightly change the threshold parameter, the results can be even worse. For AT, when the threshold changed from 3.5 × RMS to 3 × RMS, it gives wrong FR trend (upper traces) in both channels. For MAD with threshold changed from 4 × STD to 3.5 × STD, NEO with threshold changed from 10 to 8 and CWD with threshold changed from −0.1 to −0.15, the firing rates showed non-neglectable values (>10 Hz) at the end of the recording. These detectors maybe perform well under good threshold choices; however, since the optimal threshold is not accessible in the most cases, the high sensitivity to their threshold level could give these detectors robust manners in the real experiment. In contrast, for EC–PC detector using thresholds from as large as 0.95 to as small as 0.5, the firing rates perfectly followed decreasing trend and went to near zero at the end of the recording. This is because as the brain dies, the RMS value of the recorded data decrease but the EC/PC crossing point as plotted in Fig. 8(k) shows an increasing trend over time which leads to less detected events. This experiment proves ECPC detector a good candidate for robust and unsupervised spike detection.

4.6. Statistical significance of the EC–PC detector

The predicted Precision by (8) versus true Precision curves are plotted in Fig. 9(a)–(c). The x-axis is the probability threshold, also predicted Precision, varying from 0.5 to 0.99. The y-axis is the true Precision, obtained by comparing the detection results with ground truth. The result from each sequence is denoted by a gray curve while the mean trend and standard deviation are denoted by black curve with error bar. When noise has a 1/f^1.5 power spectrum (Fig. 9(a)), the mean predicted detection Precision perfectly matches the ground truth indicating α have a value close to 1. Because most of the neural noise spectrum exhibits a 1/f^1.5 dependency (Yang et al., 2009), the prediction is valid in most cases. When noise has a 1/f^1 power spectrum (Fig. 9(b)), there is slight deviation from the line y = x. Even when noise is white (Fig. 9(c)), which may not appear in animal data, the mean prediction curve is still within an acceptable range. Fig. 9(d) shows the statistics of α under different noise, which centers at 0.96, 1.26 and 2.02 with standard deviation 0.17, 0.40 and 0.45 respectively. Large α leads to underestimated true Precision, which explains the deviation from prediction in Fig. 9(b)–(c).

We have shown through the simulation that within a wide range of firing rates and SNRs, predicted Precision vs. true Precision curves give clear trends along the line y = x with a few outliers. These simulation results prove that the probability threshold can reliably predict the detection Precision. Thus for the first time, we are able to set detection threshold by means of closely connecting the threshold with expected Precision of spike assemblage. For example, some experimentalists may set the probability threshold at 0.5 in order to get more spikes while keeping the confidence that nearly half of
the spikes are true. And some others may set probability threshold at 0.99 to make sure that almost all the detected spikes are true. Tradeoff between more spikes and more false alarms can be explicitly made given probability threshold. This property is useful for online spike detection where robust and consistent spike information is needed to support subsequent processing.

5. Hardware implementation

We have implemented our proposed EC–PC spike detection algorithm into a 16-channel neural signal processing ASIC chip. A block diagram description of the implemented prototype is given in Fig. 10, where blocks enclosed in the yellow-line envelope have been integrated on-chip. After being recorded, digitized, and encoded, raw neural data time-multiplexed for 16 channels are fed into the neural signal processing system with an effective data rate up to 10.24 Mbps. Input data are decoded first, and low-pass filtered with a corner frequency at 250 Hz to obtain low-frequency field potentials. In another pathway, neural data are band-pass filtered with default corner frequencies at 300 Hz and 8 kHz to band-limit components where spikes reside. To handle a variety of noise profiles and spike characteristics, the band-pass filter has

![Image](attachment:image_url)
Fig. 11. 16-Channel simultaneous outputs of the ASIC. For each channel, the upper is the band-pass filtered neural data and the lower is the generated probability map.
25 programmable coefficients, and thus can be configured to work at different corner frequencies with at least 60 dB stop-band attenuation and less than 0.1 dB in-band ripples.

The Hilbert transform and the EC–PC regression engine, as a whole, are to estimate neural data distribution and perform EC–PC decomposition. A periodic training mechanism is incorporated in the design of the regression engine to deal with the non-stationary and non-Gaussian characteristics of neural data, which is fully autonomous and executing in real-time with low latency. Specifically, the regression engine can report the EC–PC parameters of 16 channels within 0.8 ms, a negligible delay for neural signal processing applications. At last, a probability estimator is employed to calculate the spiking probability maps based on the trained EC–PC parameters and the neural data represented in Hilbert space. A winner-take-all strategy is implemented inside the probability estimator, where the neural data sample with the highest probability value in a 64-point sliding window is identified. By outputting the probability scores and the timestamps associated with the identified data points, a 64× data rate reduction from 10.24 Mbps to 160 kbps is achieved, facilitating wireless data transmission.

In this implementation, hardware-sharing is exploited extensively to reduce computational complexity and storage cost. For example, circuit blocks including the low-pass filter, the band-pass filter, the Hilbert transform module, and the probability estimator are all time-interleaved to support the processing of 16-ch time-multiplexed neural data. As another contribution toward low storage cost, each register array for approximating neural data distributions is allocated to 4 channels in sequence, thus achieving a 4× reduction in required storage from 6 kb to 1.5 kb. The chip occupies a core area of 0.41 mm² per channel in a 0.13 μm process and consumes a peak power of 85 μW per channel from a 1.2 V supply voltage when the training for all 16 channels are performed simultaneously. In summary, by leveraging the optimization techniques introduced above, the dedicated neural signal processing circuit has realized a low-power and area-efficient design, making it suitable as wireless and implantable neural recording and processing devices.

As shown in Fig. 10, the chip is packaged in a small printed circuit board (PCB) with a size of 1.9 cm × 1.5 cm, connected to a NeuroNexus microelectrode array. A credit card size board (5.4 cm × 7.5 cm) including a FPGA, SRAMs, level shifters, power managements and interfaces is used as an evaluation board to provide a complete testing benchtop that requires only one USB cable as power and data link. A demonstration of the prototyping system to output spike signals and probability maps for 16 channels is shown in Fig. 11, where the 16 testing sequences cover a wide range of spiking activities with different SNRs and firing-rates. In each sub-figure, the probability map gives more dense bins when there are more visually differentiable spikes, as expected.

6. Discussion

Despite many spike detection algorithms reported in the literature, how to set the threshold remains an unresolved technical challenge. In fact the choice of threshold can majorly influence information decoding. In BCI experiments, researchers usually empirically select a subset of channels and manually set detection threshold. Offline data analysis suggests manually adjusting the threshold over time and over each individual channel can improve decoding accuracy. In online applications, it is ambitious to manually adjust threshold in an optimal manner. Thus we have come up with this EC–PC algorithm to automatically set detection threshold of each channel. We have tried our algorithms on monkey data recorded from behavior experiments over three days, where we can see substantially improved decoding accuracy increasing from 45% to 93% by using a same decoder. The behavior experiments are still on-going and the results will be reported in future publications.

A second motivation of our algorithm is to compress the recorded data and make the data rate manageable for a wireless transceiver. It takes about 10 mA in total to transmit 1 Mbps data using a state-of-the-art commercial wireless system. Further increased data rate somehow is not as realistic for wireless transmission due to the constraints of power, size, and reliability. As a result, it requires an appropriate signal processing algorithm integrated on-chip that can compress the data and the signal processing hardware itself should be low power and small size. In this paper, we have demonstrated our algorithm can be integrated on-chip with a peak power consumption of 85 μW per channel. We are working on further power reduction by optimizing the algorithm, using deep sub-threshold circuit design techniques, and developing custom low-power on-chip memory. Simulation results suggest that we can push the current signal processing hardware to 2 μW per channel eventually. Once this is done, it would enable some new neural interface circuits and experiments. We will report the results when our new chip has been tested. In summary, we envision that the EC–PC algorithm and hardware can be used in real-time neural recording experiments and improve decoding performance.
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Appendix A. Neural data distribution

To study both signals and noise in highpass filtered neural data, we refer to Central Limit Theorem (CLT).

Theorem 2. Let $X_i$, $i = 1, 2, 3, \ldots, K$ be a sequence of independent random variables. Suppose that each $X_i$ has a finite expected value $E[X_i] = \mu_i$ and a finite variance $E[(X_i - \mu_i)^2] = \sigma^2_i$. If for some $\delta > 0$, the expected values $E[X_i^{2+\delta}]$ are finite and the Lyapunov’s condition

$$
\lim_{K \to \infty} \frac{1}{K^{1+\delta}} \sum_{i=1}^{K} E[(X_i - \mu_i)^{2+\delta}] = 0
$$

is satisfied, then the convergence to Gaussian holds, i.e. $\sum_{i=1}^{K} X_i$ follows a Gaussian distribution with mean $\sum_{i=1}^{K} \mu_i$ and variance $\sum_{i=1}^{K} \sigma^2_i$.

Treating voltage fluctuation induced by individual neuronal source as a random variable (spike, synapse), the recorded data are the sum of many random variables with additional Gaussian noise by electrode interfaces and electronics. There are two issues regarding applying Lyapunov’s condition here. First, only a moderate number of neurons located in a proximity region (e.g. a few hundred $\mu$m) of the recording site could be treated as the pool for Lyapunov’s condition, making the large number hypothesis questionable. Second, the strength of pairwise synchronization of neural activities is inversely proportional to the distance between the neurons (Koch, 2004), implying that the random variables to be summed over are not completely independent. Due to the violations of Lyapunov’s conditions, recorded neural data can be modeled as a mixture of Gaussian distribution by noise (Yu et al., 2001) and small amplitude activities from distant neurons ($>100 \mu$m) (Buzsáki et al., 2012) and a second distribution by detectable spikes.

As we mentioned in Section 2, for low SNR recordings, e.g., no visually detectable spikes, the probability density function $f(Z)$ is contributed by just noise and background activities, following exponential distribution as (3). For moderate and high SNR recordings, $f(Z)$ noticeable deviates from a straight line. To quantitatively investigate this deviation, we examine the following equations:

$$
N \propto r^3
$$

$$
V_M \propto 1/r^2, \quad 1 \leq x \leq 2
$$

$$
Z_M \propto V_M^2
$$

Eq. (9) simply shows the radius of a sphere is a function of the number of tuned neurons $N$ enclosed inside this sphere. Eq. (10) shows that $V_M$, the amplitude of spikes fired by individual neurons, decays inversely proportional to $r^2$ where $x$ is within 1–2. Eqs. (11) and (12) show that the peak power of the spike after Hilbert transform is approximately equal to the square of its original voltage amplitude $V_M$ because the imaginary part of $V_M$ in (1) is nearly zero at the spike peak. Given the above three equations, the density function of the number of neurons with respect to spike peak power $Z_M$ can be derived

$$
\rho(Z_M) \propto Z_M^{-(3+2x)/2x}, \quad 1 \leq x \leq 2
$$

To see how each spike contributes to $f(Z)$, we plot six spike templates with different width and shapes and their corresponding waveforms after Hilbert transform, as shown in Fig. 12(a) and (b) respectively. The spike templates are extracted from in vivo data and normalized to their amplitude. All the templates are plotted in a 2.5 ms window. Fig. 12(b) shows that regardless of the original spike waveforms, their shapes after Hilbert transform (according to (2) and (3)) can be approximated modeled by triangles. Spikes’ contribution to $f(Z)$ now can be directly derived based on two facts: (1) the contribution to $f(Z)$ is from all the Hilbert spikes with peak $Z_M$ larger than $Z$. So the overall spike contribution is a summation. (2) The amount of contribution can be represented by the number of data points falling in a bin centered at $Z$. When the Hilbert spike shape is modeled by a triangle, the number of data points in the bin is proportional to the Hilbert spike width and inversely proportional to the Hilbert spike amplitude. An illustration is shown in Fig. 13, for calculating $f(Z)$, we count the number of spike points in the bin ($Z - \Delta Z/2, Z + \Delta Z/2$). Spikes 2 contributes to $f(Z)$ more than spike 3 because spike 2 has larger width and smaller amplitude. While does not contribute to $f(Z)$ because its peak is smaller than $Z$.

$$
f_d(Z) \approx \int_Z^{Z+\Delta Z} \rho(Z_M) \frac{\Delta Z}{Z_M^2} dZ_M \propto Z^{-(3+2x)/2x} \quad (13)
$$

where $W$ is the averaged Hilbert spike width in terms of sample number.

Appendix B. Proof of Theorem 1

The detailed mathematical proof is as follows. When a probability threshold $P_{TH}$ is determined, according to (5), there will be a unique value of signal power, denoted by $Z_{TH}$ satisfying

$$
P_{TH} = p(Z_{TH}) = \frac{\tilde{f}_d(Z_{TH})}{\tilde{f}_d(Z_{TH}) + \tilde{f}_f(Z_{TH})}
$$

Assume there are $N_{cd}$ true spikes and $N_{fd}$ false spikes in the total $N_d$ detected spikes. Consider the contribution from true spikes, (12) can be expanded using (4) as

$$
P_{TH} = p(Z_{TH}) \approx \frac{\Delta Z W \sum_{Z_{TH} < Z_M < (1/Z_{TH})} (1/Z_M)}{\Delta Z W \sum_{Z_{TH} < Z_M < (1/Z_{TH})} (1/Z_M) + W N_{fd} Z_{TH}}
$$

where $Z_{Md}$ denotes the amplitude of each true spikes after Hilbert transform, $n$ is total number of data points and $Z$ is the averaged true Hilbert spike amplitude satisfying

$$
Z = \frac{1}{N_{spike}} \left( \frac{1}{Z_1} + \frac{1}{Z_2} + \cdots + \frac{1}{Z_{N_{cd}}} \right)
$$

Noise pdf $f_n$ can be expanded in a similar manner, thus

$$
P_{TH} = p(Z_{TH}) = \frac{(W/Z) N_{cd}}{(W/Z) N_{cd} + (W_{Z}/Z_{TH}) N_{fd}}
$$

with $W_{Z}$ and $Z_{TH}$ being averaged false spike width and amplitude. However $W_Z$ and $Z_{TH}$ only have a mathematical meaning because
false spikes do not contribute to $\tilde{f}_N(Z|\Theta H)$ as consistent and determin-
and true spikes do. To simplify the analysis, (5) can be arranged as

$$P_{TH} = \frac{N_{\text{id}}}{N_{\text{id}} + \alpha N_{\text{nd}}}$$

when $\alpha$ is close to one, the Precision can be approximated to the num-
ner value of probability threshold $P_{TH}$ as

$$\text{Precision} \approx \frac{N_{\text{id}}}{N_{\text{id}} + \alpha N_{\text{nd}}} = P_{TH}$$

and proof id complete.
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