1 Introduction

Querying XML data involves two key steps: query formulation and efficient processing of the formulated query. However, due to the nature of XML data, formulating an XML query using an XML query language such as XQuery requires considerable effort. A user must be completely familiar with the syntax of the query language, and must be able to express his/her needs accurately in a syntactically correct form. In many real-life applications, it is not realistic to assume that users are proficient in expressing such textual queries. Hence, there is a need for a user-friendly visual querying scheme to replace data retrieval aspects of XQuery. In this paper, we address the problem of efficient processing of XQueries in the relational environment where the queries are formulated using a user-friendly GUI.

We take a novel and non-traditional approach to improving query performance by prefetching data during the formulation of a query in a single-user environment. The latency offered by the GUI-based query formulation is utilized to prefetch portions of the query results. The basic idea we employ for prefetching is that we prefetch constituent path expressions, store the intermediary results, reuse them when connective is added or "Run" is pressed. To the best of our knowledge, this is the first work that makes a strong connection between prefetching-based XML query processing and GUI-based query formulation. The key advantages of our approach are as follows. First, our optimization technique is build outside the relational optimizer and is orthogonal to any other existing optimization techniques. Hence, our approach provides us with the flexibility to "plug" it on top of any existing optimization technique for processing XML data in relational environment. Second, our approach is not restricted by the underlying schema of the database. As a result, it can easily be integrated with any relational storage approaches. Third, the prefetching-based query processing is transparent from the user. Consequently, there does not exist any additional cognitive overhead to the users while they formulate their queries using the GUI. Finally, our non-traditional approach noticeably improve the performance of XML query execution by 7% to 96%. Moreover, we also show that errors committed by users while formulating queries do not significantly affect the query performance.

2 Computing Query Formulation Time

In order to determine the time available for prefetching and to measure the improvement provided by prefetching, the time required to formulate a query visually needs to be measured. This is referred to as the query formulation time (QFT). It is the duration between the time the first predicate is added and the execution of the "Run" command as prefetching can start only when the first predicate is known. In the remaining part of the paper, we use the GUI described in [1] as framework for modeling query formulation time.

We have used the Keystroke-Level Model (KLM) [2] to calculate QFT. The KLM is a simple but accurate means to produce quantitative, a priori predictions of task execution time. These times have been estimated from experimental data [2]. The basic idea of KLM is to list the sequence of keystroke-level actions that the user must perform to accomplish a task, and sum the time required by each action. The KLM has been applied to many different tasks such as text editing, spreadsheets, graphics applications, handheld devices, and highly interactive tasks.

We use the list of average task times for a subset of physical operators (K (key-stroking), F (pointing), H (homing), and D (drawing)) as defined by KLM [2]. Using this list of physical operators, we compute the estimated times for a set of atomic actions for visual query formulation. The list of tasks the user needs to perform in order to formulate a query using our GUI is basically consists of a set of these atomic actions. The estimated time taken to perform each task is simply the sum of average times of the atomic actions. Note that QFT does not include higher level mental tasks for formulating a query such as planning a query formulation strategy. These tasks depend on what cognitive processes are involved, and is highly variable from situation to situation or person to person. We assume that the user has already planned the set of actions he/she is going to take to
formulate his/her query and any other mental tasks. This assumption enables us to investigate the impact of prefetching for minimum QFT for a particular query. Addition of mental operators while formulating a query will only increase the QFT and consequently increase the performance gain achieved due to prefetching. Note that our model for calculating the QFT can as well be used for other types of visual XML query formulation systems.

**Error-oblivious QFT (EO-QFT):** We first compute QFT in the absence of any query formulation error committed by the user. We call such QFT as error-oblivious query formulation time (EO-QFT). The EO-QFT (denoted as \( T_f \)) for a query can be calculated as follows: \( T_f = 9.9(x_{nj} - 1) + 3.6x_j + 3.8b + 1.3 \) where \( x_{nj} \) is the number of non-join predicates, \( x_j \) is the number of join predicates, \( b \) is the number of boolean operators in the query, and \( 1.3s \) is the time taken to click on the “Run” icon. Observe that \( (x_{nj} - 1) \) is used as prefetching can start only when the first query formulation step is complete in the Query Editor.

**Error-conscious QFT (EC-QFT):** The errors committed by the user while formulating a query are referred to as query formulation errors (QFE). Note that QFEs may impact our prefetching approach. Hence, it is necessary to quantify the effect of QFEs by extending EO-QFT with the time lost due to QFEs (error-conscious QFT (EC-QFT)). If the user clicks on UNDO \( n \) times and corrects a set of mistakes each time then \( error-conscious \) query formulation time (denoted as \( T_{fe} \)) is given by the following equation: \( T_{fe} = 9.9(m_{nj} - 1) + 3.6m_j + 3.8m_b + \sum_{s=1}^{n} (2.6 + 1.3i_s + 1.3k_s + T_{us}) + 1.3 \) where \( k_s,i_s \) and \( T_{us} \) are the number of actions to be modified, the number of times “Insert” button is selected for inserting new predicates, and the total time taken to correct the mistakes respectively, for the \( s^{th} \) instance of the UNDO operation. The variables \( m_{nj} \), \( m_j \), and \( m_b \) are the number of non-join predicates, number of join predicates, and the number of boolean operators correctly added during query formulation respectively. Note that \( m_{nj} \), \( m_j \), and \( m_b \) do not include those predicates and boolean operators that contain mistakes or inserted/deleted during UNDO operation. The detailed computation for the above equation is given in [1].

### 3 GUI-Based Prefetching

In order to expedite XML query processing using such GUI-based prefetching, two key tasks must be addressed. First, given a user-friendly visual query interface, GUI actions that can be used as indicators to perform prefetching need to be identified. These actions are: (1) the addition of a path expression predicate and (2) combining two or more predicates using AND/OR operator to create another complex expression. Second, each GUI action can possibly lead to more than one prefetching operation. Therefore, a cost-based algorithm that selects the “best" materialization is required. We use two heuristics for this algorithm. First, we consider only disjunctions of predicates as candidates for temporary materializations. This is because evaluating all possible materializations, though guaranteed to generate a useful materialization, is not feasible. Second, given a materialization space limit \( L_M \), we include the maximum possible number of expressions \( k_s \) in the materialization. This is because the greater the number of expressions included in the current materialization the greater the usefulness of the intermediate result towards evaluating the final result. Finally, since each prefetching operation is useful for the next, existing materializations need to be replaced with new materializations preferably using the previous materializations. Figure 1 shows the overall prefetching algorithm. The process continues till the user clicks on “Run” to execute the query (line 2). The process waits for changes in the user interface (lines 5 to 8) before selecting new materializations (line 3). Once new materializations are selected, existing ones are replaced (line 4). Details of the algorithm is given in [1].

### 4 Performance Study

The prototype system of GUI-driven prefetching technique was implemented using JDK1.5. The visual interface was built as a plug-in for the Eclipse platform (www.eclipse.org). The RDBMS used was SQL Server 2000 running on a P4 1.4GHz machine with 256MB RAM. In this paper, we have adopted our schema-oblivious XML storage system called SUCXENT++ (Schema UnConcious XML ENabled SysTem) [3]. The experiments were carried out with tdata sets of size 300MB and 1200MB [1]. Ten queries were used to test the system [1]. These queries vary in the number of predicates, conjuctions/disjunctions and result size.

We define the followings for the experiments. The response time as perceived by the user when prefetching is not employed is called the normal execution time (NET). The perceived response time (PRT) is the query response time when prefetching is employed. In the absence of QFEs, we refer to the PRT as error-oblivious perceived response time (EO_PRT). If QFEs are present then we refer to the PRT as error-conscious perceived response time (EC_PRT).

\textbf{NET vs EO_PRT:} This comparison is done as a percentage of improvement over normal execution. It is measured
as the intermediate results. The materialization selection algorithm selects disjunctions and small result sets benefit the least. Queries with multiple predicates and large result sets benefit the most. This is indeed encouraging as query response time is more critical for large data set. Also queries with disjunctions benefit more than the queries with conjunctions. This is expected as the materialization selection algorithm selects disjunctions as the intermediate results.

**EC**<sub>PRT</sub> vs **EO**<sub>PRT</sub>: This comparison is done to measure the penalty on PRT due to QFE. It is measured as
\[
\text{penalty} = \frac{\text{EC}_{PRT} - \text{EO}_{PRT}}{\text{EO}_{PRT}} \times 100.
\]
Again, the worst case value of \(\text{EC}_{PRT}\) is used for comparison. Particularly, we measure \(\text{EC}_{PRT}\) for \(q = n - 1\) (UNDO operation is invoked just before clicking "Run") where \(n\) is the number of query formulation steps and the user clicks on "Run" at \(n\)th step. We vary the error realization distance which is defined as follows. Suppose that the error is committed at \(p\)th step and the UNDO operation is invoked at \(q\)th step where \(0 < p < q \leq n - 1\). Then, the error realization distance is defined as \(q - p\).

**NET** vs **EC**<sub>PRT</sub>: This comparison is done as a percentage of improvement over normal execution. It is measured as
\[
\text{improvement} = \frac{1 - \text{EC}_{PRT}}{\text{NET}} \times 100.
\]
In this experiment we present the worst-case value for \(\text{EC}_{PRT}\) as discussed in [1]. This will give us an estimate of the upper-bound of the effect QFE can have on prefetching. The results are presented in Figures 2(c) and 3(a). The main observation is that \(\text{EC}_{PRT}\) is still significantly better than \(\text{NET}\) for most queries. Also observe that similar to \(\text{EO}_{PRT}\), there is larger improvement for larger data size.

**EC**<sub>PRT</sub> vs **EO**<sub>PRT</sub>: The results shown highlight two main points. First, QFE generally has a greater effect with the increase in error realization distance. This is expected as an early mistake will lead to more materializations being recalculated. However, there are some exceptions. The query Q4 for the 1200MB data set shows an increase as the evaluation of the second predicate is more expensive than the first. Second, the impact of QFE increases with data set size. The 1200MB data set shows a maximum increase of 316%. This can be attributed to the higher cost of reevaluating materializations for the larger data set.
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