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Abstract

The subject of this thesis is the application of nonlinear filters, with the linear-in-the-parameter structure, to time series prediction and channel equalisation problems.

In particular, the Volterra and the radial basis function (RBF) expansion techniques are considered to implement the nonlinear filter structures. These approaches, however, will generate filters with very large numbers of parameters. As large filter models require significant implementation complexity, they are undesirable for practical implementations. To reduce the size of the filter, the orthogonal least squares (OLS) algorithm is considered to perform model selection. Simulations were conducted to study the effectiveness of subset models found using this algorithm, and the results indicate that this selection technique is adequate for many practical applications. The other aspect of the OLS algorithm studied is its implementation requirements. Although the OLS algorithm is very efficient, the required computational complexity is still substantial. To reduce the processing requirement, some fast OLS methods are examined.

Two major applications of nonlinear filters are considered in this thesis. The first involves the use of nonlinear filters to predict time series which possess nonlinear dynamics. To study the performance of the nonlinear predictors, simulations were conducted to compare the performance of these predictors with conventional linear predictors. The simulation results confirm that nonlinear predictors normally perform better than linear predictors. Within this study, the application of RBF predictors to time series that exhibit homogeneous nonstationarity is also considered. This type of time series possesses the same characteristic throughout the time sequence apart from local variations of mean and trend.

The second application involves the use of filters for symbol-decision channel equalisation. The decision function of the optimal symbol-decision equaliser is first derived to show that it is nonlinear, and that it may be realised explicitly using a RBF filter. Analysis is then carried out to illustrate the difference between the optimum equaliser’s performance and that of the conventional linear equaliser. In particular, the effects of delay order on the equaliser’s decision boundaries and bit error rate (BER) performance are studied. The minimum mean square error (MMSE) optimisation criterion for training the linear equaliser is also examined to illustrate the sub-optimum nature of such a criterion. To improve the linear equaliser’s performance, a method which adapts the equaliser by minimising the BER is proposed. Our results indicate that the linear equalisers performance is normally improved by using the minimum BER criterion. The decision feedback equaliser (DFE) is also examined. We propose a transformation using the feedback inputs to change the DFE problem to a feedforward equaliser problem. This unifies the treatment of the equaliser structures with and without decision feedback.
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<td>$\epsilon(n)$</td>
<td>error in approximation between $\hat{y}(n)$ to desired signal $y(n)$</td>
</tr>
<tr>
<td>$y(n)$</td>
<td>desired signal at time $n$</td>
</tr>
<tr>
<td>$\hat{y}(n)$</td>
<td>approximation of desired signal at time $n$</td>
</tr>
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<td>approximation error between the vectors $y$ and $\hat{y}$, i.e. $e = [\epsilon(1) \cdots \epsilon(N)]^T \in \mathbb{R}^N$</td>
</tr>
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$P(s(k-d) = s|\hat{r}(k))$  a posteriori probability of transmit symbol being $s$ conditioned on received vector $\hat{r}(k)$

$f_b(\hat{r}(k))$  Bayesian equaliser’s decision function

$f_b(\hat{r}(k), s_{a}(k))$  Bayesian DFE’s decision function

$f_l(\hat{r}(k))$  linear equaliser’s decision function

$C_d$  the set of channel states using delay order $d$

$C_d^{(+)}$  the set of channel states using delay order $d$ and transmit symbol $s(k-d) = +1$

$C_d^{(-)}$  the set of channel states using delay order $d$ and transmit symbol $s(k-d) = -1$

$C_{d,t}$  the set of channel states associated with DFE feedback vector $s_{b}(k) = s_{b,t}$

$Z_d^{(+)}$  region of $\hat{r}(k)$ associated with $f_b(\hat{r}(k)) \geq 0$

$Z_d^{(-)}$  region of $\hat{r}(k)$ associated with $f_b(\hat{r}(k)) < 0$

$Z_l^{(+)}$  region of $\hat{r}(k)$ associated with $f_l(\hat{r}(k)) \geq 0$

$Z_l^{(-)}$  region of $\hat{r}(k)$ associated with $f_l(\hat{r}(k)) < 0$

$P_b$  probability of mis-classification of Bayesian equaliser

$P_{b,c}(c_j)$  probability of mis-classification of Bayesian equaliser given channel state is $c_j$

$P_l$  probability of mis-classification of linear equaliser

$P_{l,c}(c_j)$  probability of mis-classification of linear equaliser given channel state is $c_j$

$\zeta_j$  minimum distance of channel state $c_j$ to the decision boundary
\( N_s \)  \hspace{1cm} \text{number of available channel states}  \\
\( U \) \hspace{1cm} \text{the set of channel states nearest to decision boundary}  \\
\( W_d \) \hspace{1cm} \text{region of}\( \mathbf{r}(k) \) \text{where} \( \text{sgn}(f_0(\mathbf{r}(k))) \neq \text{sgn}(f_0(\mathbf{r}(k))) \)  \\
\( J_{\text{ser}} \) \hspace{1cm} \text{bit error rate cost function}  \\
\( J_{\text{mmse}} \) \hspace{1cm} \text{minimum mean square error cost function}  \\
\( \nabla \) \hspace{1cm} \text{vector gradient operator}  \\
\( E[.] \) \hspace{1cm} \text{expectation operator}
Chapter 1

Introduction

1.1 Theme of thesis

In conventional linear filter’s operation, the output value of the filter is simply some linear combination of the input signal, i.e. no nonlinear operation on the input signal is performed. Such filter is therefore very simple to implement, and is very popular in many applications. Although linear filtering techniques have served well in the past few decades [1], the commercial demand for better performance and the requirement to operate in more difficult environments continually drives the need to improve on existing methods. In addition, it is well-known that the applications of linear filters to real world problems like time series prediction [2] and channel equalisation [3] are sub-optimum, and substantial improvements may be achieved by using nonlinear methods.

In this thesis, we consider nonlinear filters which retain the linear-in-the-parameter structure for filter applications. The focus is to examine the Volterra and the radial basis function (RBF) expansion techniques to generate the desired nonlinear filter structure, and to compare the performance of such filters to conventional linear ones. The introduction of nonlinearity into the filter’s operation however will lead to an increase in the implementation complexity. Although this makes the nonlinear implementation less attractive than linear methods, this disadvantage is becoming less significant with the recent advances of VLSI technologies which have made the computation of highly complex filtering operation in real time not only feasible but low cost. This however does not mean that nonlinear filters can be implemented without consideration of their implementation complexity. In general, the processing requirements of nonlinear filter operations are still very high and their parameter optimisation difficult to perform. Linear filters, on the other hand, are very simple to implement, their behaviour is well understood, and the techniques for the optimisation of their parameters and model selection process are well tested and documented. Therefore, a natural step towards a nonlinear filter implementation from a linear one is to use a nonlinear filter which is linear in the parameter. This implies that such a nonlinear filter retains a linear structure, i.e. the output is a linear combination of its input regressors. The nonlinearities in the filter’s operation are introduced by performing
nonlinear transformations on the input signal to generate the regressors’ responses. Such a filter structure retains many of the advantages of the conventional linear model and yet is nonlinear.

In this work, the following two restrictions regarding the filter’s operation are assumed. Firstly, the filters considered are applied only to stationary problems, unless otherwise expressed, and secondly, the filters operate only on discrete time digital signals.

By restricting the study to stationary problems, adaptive algorithms need not be considered to update the parameters of the filter. This therefore simplifies the study, and allows us to focus on the changes in the filter’s performance when different structures are applied.

The second condition, which restricts the nature of the input and output signals to be in discrete time and digital form, focuses our study within the digital signal processing (DSP) framework. In recent years, the vast improvements in computer hardware and software technologies have made DSP techniques much more attractive than classical analogue techniques. Some of the reasons are: (i) DSP system can now be realised by using very cheap VLSI high-speed micro-processors and digital computers. (ii) Their implementations, usually based on software algorithms, may be modified easily, thus allowing quick turn-around time in the development cycle. (iii) They can be used to simulate analogue systems, and perform complicated signal transformation that cannot be implemented using continuous time hardware. (iv) Digital signals may be easily stored on magnetic media without degradation or loss of signal fidelity beyond that introduced in the analogue-to-digital (A/D) conversion. As a consequence of the advantages cited, and many more not listed here, it is not surprising that DSP techniques have become very important and are now being regularly applied in a broad range of practical applications, e.g., speech processing, image processing, digital communication channel equalisation, layered earth modelling, and many more. Although these applications are quite different in nature, they have a common feature, i.e., all of them involve a filtering operation to transform the input signal to a desired response. The difference between the various applications is in the manner the desired response is extracted. To demonstrate this, the filtering operations for the problem of time series prediction and channel equalisation are briefly introduced.

1.2 Modes of operation

The basic task of a filter is to operate on an input sequence of data samples \( s = [s_1, s_2, \ldots, s_m]^T \in \mathbb{R}^m \) to produce an approximation \( \hat{y} \) of the desired output signal \( y \). To illustrate the different operations involved for different filter applications, the applications of the filter to time series prediction and channel equalisation are discussed in the following paragraphs.
Time series prediction

The requirement of time series prediction is to use a finite set of present and past samples of a process to predict samples of the process in the future. The filter designed to perform the prediction is called a predictor. As an example, let us consider the specific case of single-step prediction problem.

Let the samples of a discrete time process be \( \{ y(k) \}_{k=1}^{N} \), where the index \( k \) of \( y(k) \) denotes the \( k \)th sample of the process. To predict the sample \( y(k) \), the predictor uses an input vector \( s(k) \), where \( s(k) = [y(k-1) \ y(k-2) \ \cdots \ y(k-m)]^T \) consists of \( m \) past samples of the time series. The model of the prediction process is illustrated in Fig. 1.1a. The approximation of the desired signal is \( \hat{y}(k) \), and the difference between the actual sample of the process and the predictor’s output is called prediction error and is given by \( \epsilon(k) = y(k) - \hat{y}(k) \). For time series prediction problems, the most common criterion used to optimise the filter’s operation is to minimise the mean square error (MSE), i.e., \( E[\epsilon(k)^2] \), where \( E[\cdot] \) denotes the expectation operation. More details regarding filter operation for time series prediction will be presented in Chapter 2.

Digital Channel Equalisation

The task of an equaliser in channel equalisation problem is to reconstruct the transmitted digital signals which have been passed through a dispersive medium and corrupted by additive noise [3]. Such a problem is very important in the digital communication discipline. As an example, let us examine the operations of a symbol-decision class equaliser.

The symbol-decision equaliser consists of a filter and a quantiser as illustrated in Fig. 1.1b. Let the transmit signal \( y(k) \) be drawn randomly from a binary source with constellation \( \{ \pm 1 \} \). The transmit signal is passed through a channel which introduces noise and inter-symbol interference into the data. Let the signal received at the end of the channel be \( s(k) \). Using a vector of \( m \) past received signals, i.e., \( s(k) = [s(k) \ s(k-1) \ \cdots \ s(k-m+1)]^T \), the equaliser generates an estimate \( \hat{y}(k-d) \) of the transmitted signal \( y(k-d) \). The positive integer value \( d \) denotes the delay order of the equaliser, and a delay value greater than 0 implies that the equaliser is making delayed decisions for transmitted symbols. The task of the equaliser is to reconstruct the transmitted sequence with the minimum probability of mis-classification. Fig. 1.1b depicts this equalisation process.

1.3 Filter structure

This section briefly introduces the main component of the work, the nonlinear filter which possesses the linear-in-the-parameter structure. By the term filter, we imply a device in the form of physical hardware or computer software applied to a vector of discrete-time input data \( s \in R^n \) to extract a prescribed quantity of interest \( y \in R \). We denote this operation as a
transformation described by the function $f(.)$, where $f(.) : \mathbb{R}^m \to \mathbb{R}$, i.e.,

$$\hat{y} = f(s).$$ (1.1)

In particular, we are interested in the following form of $f(.)$,

$$\hat{y} = f(s) = \omega_0 + \sum_{i=1}^{K-1} \phi_i(s) w_i,$$ (1.2)

where $K$ denotes the number of parameters, $\phi_i(s)$ is the output of the $i^{th}$ regressor, and $w_i$, $0 \leq i \leq K - 1$, are the filter's weight. From Eq. 1.2 it is observed that the output value $\hat{y}$ is linearly dependent on the values of the regressors $\phi_i(s)$. This is the reason why such a filter's structure is called linear-in-the-parameter. The nonlinearity in the filter's operation is introduced in the regressor's operation $\phi_i(s)$, where $\phi_i(.)$ is a nonlinear function $\mathbb{R}^m \to \mathbb{R}$. The flexibility in the choice of applied nonlinearity allows the function $f(.)$ to realise a host of different nonlinear structures.
The organisation of the thesis is as follows:

Chapter 2 presents much of the necessary background to the work performed in this thesis. The chapter first expands on the discussion of the linear-in-the-parameter filter and then examines two popular techniques of generating such types of filter, namely, the Volterra expansion [4-6] and the RBF expansion [7-9] techniques. Subset model selection using the OLS algorithm [10, 11] is then discussed and, lastly, a short review regarding time series prediction and channel equalisation is given.

Chapter 3 presents some new results regarding the OLS algorithm and the application of RBF filters for time series predictions. The chapter is divided into two parts. The first part discusses results concerning the OLS algorithm. In particular, the chapter studies the sub-optimum nature of the OLS solution and proposes a simple procedure to improve the selection process [12]. In addition, the chapter also investigates the implementation complexity of the algorithm, and introduces fast-OLS methods to reduce processing requirement [13,14]. The second part of the chapter discusses results concerning the application of RBF predictors to time series that possess homogeneous non-stationarity. Some results are presented to show that RBF predictors perform poorly for this type of time series. To improve the predictive performance, a modification to the RBF network's response behaviour is introduced [15,16].

Chapters 4 and 5 consider the symbol-decision type equaliser for channel equalisation problems. The focus of Chapter 4 is to study the application of nonlinear techniques to realise the decision function of the equaliser, while that of Chapter 5 is concerned with linear techniques. Chapter 4 begins by deriving the decision function of the optimum symbol-decision equaliser, the Bayesian equaliser [17,18], to show that the optimum decision function is nonlinear and has an identical structure to the RBF model. The chapter then discusses the effects of delay order on the decision boundaries and equaliser's performance [19]. Also in this chapter, the implementation complexity of the RBF equaliser is examined and two methods to reduce the implementation complexity are discussed. The first method is based on model selection technique [19] and the second method is based on employing decision feedback. In addition, the chapter presents a novel transformation method to reduce the Bayesian decision feedback equaliser (DFE) structure to that of the conventional Bayesian equaliser without feedback [20]. By employing such a transformation, the implementation complexity of the Bayesian DFE is not only reduced, it allows a unified treatment of the DFE problem.

Chapter 5 investigates the performance of linear equalisation techniques with respect to the optimum nonlinear Bayesian equalisation methods. In particular, the chapter derives the degradation of classification performance incurred by the the application of linear techniques with respect to the optimum nonlinear techniques to highlight the sub-optimum nature of the linear
implementation. Following the same theme as Chapter 4, a discussion regarding the effects of the delay order parameter on the linear equaliser's performance and decision boundaries is presented. In addition, the chapter also examines the MMSE criterion widely used to optimise the linear equaliser's performance. Some simulations are conducted to show that this criterion is sub-optimum [21], and that the linear equaliser's performance may be improved by applying the minimum BER (MBER) optimisation criterion instead. Lastly, the chapter considers the MBER optimisation procedure for linear combiner DFE [20] problems.

In Chapter 6, the conclusions of this work are summarised and areas in which further work may prove useful are suggested.
Chapter 2

Background

The objective of this chapter is to introduce the necessary background to the work examined in this thesis. The chapter is organised as follows: Sec. 2.1 discusses the theory of regression modelling and Sec. 2.2 presents the application of nonlinear filters which possess the linear-in-the-parameter structure to non-parametric modelling. In particular, the Volterra and the RBF network implementations of the nonlinear models are examined. Sec. 2.3 discusses the OLS algorithm for model selection, and Sec. 2.4 and 2.5 introduce the applications of filters to time series prediction and channel equalisation problems respectively.

2.1 Regression models

Regression models can be used to describe the input and output relationships of a system. A simple example of a regression model is the following,

\[ y = g(x) = w_0 + w_1 x, \]  

(2.1)

where \( y \) is the output variable of a system, \( g(x) \) is a linear regression model describing the true relationship between the input variable \( x \) to \( y \) and \( \{w_0, w_1\} \) are the parameters of the model.

If the functional form of \( g(.) \) is known, the problem of identifying the weights \( \{w_0, w_1\} \) using a set of \( N \) observations, \( \{x_i, y_i\}_{i=1}^{N} \), is called parametric modelling [22,23].

In most real world problems however, the output response of a system does not depend linearly on the input values and the exact relationship between the input and output values is not known. The only data available to describe the process is a collection of \( N \) observations between the input vector \( \mathbf{x} = [x_1, x_2, \cdots, x_m]^T \in \mathbb{R}^m \) and the output value \( y \), namely \( \{x_i, y_i\}_{i=1}^{N} \). The task of creating a model \( f(.) \) to approximate the true nonlinear model \( g(.) \) based on the available data is known as regression analysis [22–25] and is a problem common to many disciplines.

To identify the unknown nonlinear model \( g(.) \), we begin with the assumption that it belongs to a general collection of nonlinear functions and use the available data to determine the ap-
proximation model \( f(.) \) and associated coefficients. In this thesis, we will restrict the structure of \( f(.) \) to belong to the class of nonlinear models which possess the linear-in-the-parameter structure. By not assuming the functional form of \( g(.) \), the identification process is known as non-parametric modelling [22, 23, 26, 27].

2.2 Linear in the parameter filter

This section considers the linear-in-the-parameter filter and formulates the procedure used to evaluate the weights of such a model using the MMSE criterion. To facilitate the discussion, the example of a linear filter applied to single step time series prediction is examined.

The time series \( y(t) \) to be predicted is first sampled and quantised. The discrete value of the signal at sample instant \( i \) will be denoted by \( y(i) \), where \( i = 1 \ldots N \), and \( N \) is the number of samples. The simplest linear-in-the-parameter model for a time series predictor is the autoregressive (AR) model [28, 29], where the output of the filter is a linear combination of the past values of the time series. The number of parameters used in the model is described as the order of the linear predictor. The following equation describes a linear predictor with order \( K \),

\[
\hat{y}(i) = x(i)^T w = w_0 + \sum_{j=1}^{K-1} y(i-j)w_j, \tag{2.2}
\]

where the vector \( x(i) = [1 \ y(i-1) \ y(i-2) \ \ldots \ y(i-K-1)]^T \in \mathbb{R}^K \) consists of a constant value 1 and a vector of past values of the time series at time \( i \), and \( w = [w_0 \ w_1 \ \ldots \ w_{K-1}]^T \in \mathbb{R}^K \) are the weights of the filter. The first elements of \( w \) and \( x(i) \), i.e. \( w_0 \) and 1, are used to model the mean of the time series. The filter’s estimated value of the desired signal \( y(i) \) is \( \hat{y}(i) \). To describe the regression using matrix notations, we define the following variables

\[
\begin{align*}
\mathbf{y} &= \begin{bmatrix} y(1) & y(2) & \cdots & y(N) \end{bmatrix}^T, \\
\hat{\mathbf{y}} &= \begin{bmatrix} \hat{y}(1) & \hat{y}(2) & \cdots & \hat{y}(N) \end{bmatrix}^T, \\
\mathbf{x} &= \begin{bmatrix} x(1) \\
x(2) \\
\vdots \\
x(N) \end{bmatrix} = \begin{bmatrix} 1 & y(0) & \cdots & y(0-(K-1)) \\
1 & y(1) & \cdots & y(1-(K-1)) \\
\vdots & \vdots & \ddots & \vdots \\
1 & y(N-1) & \cdots & y(N-1-(K-1)) \end{bmatrix}, \\
\mathbf{e} &= \begin{bmatrix} e(1) & e(2) & \cdots & e(N) \end{bmatrix}^T,
\end{align*}
\tag{2.3-2.6}
\]

where the vector \( \mathbf{y} \) and \( \hat{\mathbf{y}} \) are the actual and estimated values of the time series respectively. The matrix \( \mathbf{X} \) is the information matrix, and \( e(i) = y(i) - \hat{y}(i) \), \( 1 \leq i \leq N \), is the prediction error between the actual value and the model’s predicted value. Using the above notations, the regression model for the linear predictor can be expressed in the following matrix form
\[ y = y + e = Xw + e. \]  

(2.7)

To highlight the linear-in-the-parameter structure, we define the columns of \( X \) as

\[ X = [c_0 \ c_1 \cdots c_{K-1}], \]  

(2.8)

and express the model’s output \( \hat{y} \) as a linear combination of the columns of \( X \)

\[ \hat{y} = \sum_{j=0}^{K-1} c_j w_j. \]  

(2.9)

The dimension of the matrix \( X \) is \( N \times K \) and the dimension of the vectors \( y, \hat{y}, e \) is \( N \). The most common criterion used to optimise the predictor’s performance is the MMSE criterion [1, 29], i.e.,

\[ J_{mmse}(w) = E[(y(i) - \hat{y}(i))^2], \quad i = 1, \ldots, \infty. \]  

(2.10)

The MMSE cost function includes the expectation operator \( E[\cdot] \) because the processes involved in the estimation problem are random and the criterion operates over ensemble averages. In order to solve for the weights using this criterion, precise knowledge of the second order statistics of the problem are required. When only finite amount of data describing the process are available, e.g., \( \{x(i), y(i)\}_{i=1}^{N} \), only the time average solution for the approximation of the MSE solution is possible. Such an approximation is called the least squares (LS) solution. The LS method finds the parameter vector \( w \) by minimising the Euclidean norm of \( e \) [30, 31], i.e.,

\[ J_{LS}(w) = \sum_{i=1}^{N} (y(i) - \hat{y}(i))^2. \]  

(2.11)

The LS solution for \( w \) is

\[ w = (X^TX)^{-1}X^T y. \]  

(2.12)

Alternatively, the pseudo-inverse \( X^+ \) of \( X \) may be applied to solve for \( w \) [31, 32] i.e.,

\[ w = X^+y. \]  

(2.13)

This avoids ill-conditioning problems when formulating \((X^TX)^{-1}\).
The approach just outlined for evaluating the weights of the linear predictor using the LS criterion can be extended to nonlinear predictors which possess the linear-in-the-parameter structure. Examples of such types of nonlinear predictors include Volterra filters [4, 5, 33–35], RBF networks [7–9, 36], NARMAX models [37, 38], multivariate adaptive regression splines (MARS) [26, 39] and fuzzy basis function models [40]. The nonlinearity of these predictors’ operations are introduced by a nonlinear expansion of the original input vector \( s(i) = [y(i - 1) \ y(i - 2) \ \cdots \ y(i - m)]^T \in \mathbb{R}^m \) to generate an expanded vector

\[
x(i) = [1 \ \phi_1(s(i)) \ \phi_2(s(i)) \ \cdots \ \phi_{K-1}(s(i))] \in \mathbb{R}^K.
\]  

(2.14)

The operation \( \phi_j(s(i)) \) is the \( j^{th} \) regressor’s nonlinear transformation \( \mathbb{R}^m \to \mathbb{R} \) on the input signal. The structure of this nonlinear predictor with the linear-in-the-parameter characteristic is illustrated in Fig. 2.1.

Figure 2.1: Generic model of a filter with the linear-in-the-parameter structure.
By defining

\[
\mathbf{X} = \begin{bmatrix}
\mathbf{x}(1) \\
\mathbf{x}(2) \\
\vdots \\
\mathbf{x}(N)
\end{bmatrix} = \begin{bmatrix}
1 & \phi_1(s(1)) & \phi_2(s(1)) & \cdots & \phi_{K-1}(s(1)) \\
1 & \phi_1(s(2)) & \phi_2(s(2)) & \cdots & \phi_{K-1}(s(2)) \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
1 & \phi_1(s(N)) & \phi_2(s(N)) & \cdots & \phi_{K-1}(s(N))
\end{bmatrix},
\]

(2.15)

it is clear that the above information matrix \( \mathbf{X} \) for the nonlinear predictor has an identical structure to the information matrix generated for the linear AR model (Eq. 2.5). Therefore the LS weights of the nonlinear model may be evaluated similarly using Eq. 2.12 or Eq. 2.13. The following sections discuss the Volterra and RBF techniques of performing nonlinear expansions.

### 2.2.1 The Volterra expansion

A classical nonlinear filter is the Volterra model \([5,33,41]\). The introduction of nonlinearity using the Volterra expansion is based on the application of quadratic, cubic, and higher combinations of input values into the filter’s function. Such an expansion technique is very similar to the use of a truncated Taylor series with memory elements to model an analytic function. Like the Taylor series, if the series does not converge, the filter created may only be valid for certain ranges of output. This is however not a significant problem as the Volterra model can characterise a large class of nonlinear functions and systems \([6]\).

However, in spite of its long history and popularity in theoretical studies, relatively few researchers have applied the Volterra filtering techniques to practical applications \([4-6,41,42]\). The main reason for this is that the Volterra expansion method usually results in the formation of very large models which require huge processing complexity for their implementations. To make the Volterra implementation more practical, some researchers \([5,43]\) have suggested restricting the Volterra expansions to include only quadratic combinations. This, however, may not be a good solution if higher combinations of polynomials are desired in the modelling. Our approach to reducing complexity without sacrificing higher nonlinear expansions is to employ model selection techniques to remove less important regressors from the Volterra expansions.

The Volterra predictor of degree \( L \) and order \( m \) is created using the expansion shown below,

\[
y(i) = w_0 + \sum_{j_1=1}^{m} w_{j_1} y(i-j_1) + \sum_{j_1=1}^{m} \sum_{j_2=1}^{m} w_{j_1j_2} y(i-j_1)y(i-j_2) + \cdots \\
+ \sum_{j_1=1}^{m} \sum_{j_2=1}^{m} \cdots \sum_{j_L=1}^{m} w_{j_1j_2\ldots j_L} y(i-j_1)y(i-j_2)\cdots y(i-j_L)
\]

(2.16)

where
• $L$ is the degree of the Volterra filter. It denotes the highest power of combinations for the past values used in the nonlinear expansion.

• $m$ is the order of the Volterra filter. It denotes the number of past values used in the input vector to the filter.

• $\hat{y}(i) =$ predicted value of $y(i)$.

• $w_0^i =$ constant.

• Volterra Kernels
  
  - $w_{j_1}^i =$ coefficients for the linear terms, $j_1 = 1$ to order $m$.
  
  - $w_{j_2}^i =$ coefficients for the quadratic terms, $j_2 = 1$ to $j_1$.
  
  - $w_{j_2,..j_L}^i =$ coefficients for the degree $L$ combinations of past values.

• Past values
  
  - $y(i - j_1) =$ samples of past values.
  
  - $y(i - j_1)y(i - j_2) =$ quadratic combinations of past values.
  
  - $y(i - j_1)y(i - j_2)\ldots y(i - j_L) =$ degree $L$ combinations of past values.

Fig. 2.2 illustrates a degree $L=2$, order $m=3$, Volterra predictor. The application of degree 2 implies that the model is restricted to having only quadratic terms in the expansions. Observe that the expansion not only includes all the original input signals to the predictor but all the possible quadratic combinations as well. By replacing the notation $\mathbf{w}^i = \left[w_0^i w_1^i w_2^i w_{11}^i \ldots w_{33}^i \right] \in \mathbb{R}^{1 \times 8}$ used to define the weights of the Volterra filter as $\mathbf{w} = \left[w_0 w_1 \ldots w_9 \right] \in \mathbb{R}^{1 \times 8}$, it is obvious that the realised Volterra structure is identical to the generic model of a nonlinear filter with the linear-in-the-parameter structure illustrated in Fig. 2.1.

From the above example, it is evident that the number of regressors involved in the Volterra expansion can become very large. The formula to calculate the number of regressors for a degree $L$, order $m$, Volterra predictor is:

$$\text{No of regressors } K = 1 + \sum_{j=0}^{L} n_j,$$

where $n_0 = 1,$

$$n_j = n_{j-1} \left( \frac{m + j - 1}{j} \right), \quad j = 1, 2, \ldots, L.$$

The equation shows that the number of Volterra regressors increases exponentially with respect to the degree and order, i.e., $L$ and $m$, of the model. Fig. 2.3 illustrates the resultant size of the Volterra filter with respect to the degree and order specifying the filter. Note that the application of high degree values $L \geq 3$ quickly results in very large models.
Figure 2.2: Volterra predictor with degree $L = 2$ order $m = 3$.

Figure 2.3: Number of terms generated given Volterra parameter degree $L$, and order $m$.  

No of regressors

Volterra order $m$
This section introduces the RBF model [7–9, 36]. As in the previous section, to facilitate the discussion of the RBF model structure, the application of the filter to single step time series prediction is studied. The regression model of a RBF filter to predict the current signal \( y(i) \) given a vector of past values \( s(i) = [y(i-1) \ y(i-2) \ \cdots \ y(i-m)]^T \in \mathbb{R}^m \) is

\[
\hat{y}(i) = f(s(i)) = w_0 + \sum_{j=1}^{K-1} \phi_j(s(i))w_j,
\]

(2.20)

where \( \hat{y}(i) \) is the RBF model’s approximation of the actual value \( y(i) \), \( w = [w_0 \ w_1 \ \cdots \ w_{K-1}]^T \) are the filter’s weights, and \( \phi_j(\cdot), 1 \leq j \leq K - 1, \) are the hidden nodes which introduce the nonlinear transformation \( \mathbb{R}^m \to \mathbb{R} \). These nonlinear expansions \( \{\phi_j(\cdot)\}_{j=1}^{K-1} \) are known by the neural networks (NN) community [9, 44] as the hidden layer of a special two-layer network. The structure of the RBF predictor is illustrated in Fig. 2.4.

![Figure 2.4: Structure of a RBF predictor.](image-url)
The outputs of the hidden nodes are specified by

$$\phi_j(s(i)) = \phi(||s(i) - c_j||/a_j), \quad 1 \leq j \leq K - 1,$$

(2.21)

where $c_j \in \mathbb{R}^n$ are called the RBF centres, $a_j$ are positive scalers known as widths, and $||.||$ denotes Euclidean norm. The reason for the name radial basis function is the characteristic of nonlinearity $\phi(.)$ which has a response that is radially symmetric shape around the centre in $\mathbb{R}^n$ space. For general applications, the nonlinearity $\phi(.)$ can be chosen from a wide class of nonlinear functions. Typical choices include $[7-9,44]

$$\phi_j(r) = \exp(-r^2/a_j^2), \quad a_j > 0,$$

(2.22)

$$\phi_j(r) = \frac{1}{(c_j^2 + r^2)^{\alpha_j}}, \quad a_j > 0,$$

(2.23)

$$\phi_j(r) = (c_j^2 + r^2)^{\alpha_j}, \quad 0 < a_j < 1,$$

(2.24)

$$\phi_j(r) = r^2\log(r),$$

(2.25)

where $r = ||s(i) - c_j||$ is the input parameter to the nonlinear function.

Although the listed nonlinear functions exhibit very different properties, theoretical investigations $[7,45]$ and practical results $[10,36,46]$ have shown that the type of nonlinearity is not crucial to the performance of the RBF network and a uniform width $a$ is sufficient for every hidden node for universal approximation $[45]$. RBF models based on any class of nonlinearity have excellent approximation capabilities.

To cast the RBF response as a linear regression model, we define

$$y = [y(1) \ y(2) \ \cdots \ y(N)]^T,$$

(2.26)

$$\hat{y} = [\hat{y}(1) \ \hat{y}(2) \ \cdots \ \hat{y}(N)]^T,$$

(2.27)

$$e = [\epsilon(1) \ \epsilon(2) \ \cdots \ \epsilon(N)]^T,$$

(2.28)

$$w = [w_0 \ w_1 \ \cdots \ w_{K-1}]^T,$$

(2.29)

$$x(i) = [1 \ \phi_1(s(i)) \ \phi_2(s(i)) \ \cdots \ \phi_{K-1}(s(i))], \quad 1 \leq i \leq N,$$

(2.30)

$$X = \begin{bmatrix}
    x(1) \\
    x(2) \\
    \vdots \\
    x(N)
\end{bmatrix} = \begin{bmatrix}
    1 & \phi_1(s(1)) & \cdots & \phi_{K-1}(s(1)) \\
    1 & \phi_1(s(2)) & \cdots & \phi_{K-1}(s(2)) \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & \phi_1(s(N)) & \cdots & \phi_{K-1}(s(N))
\end{bmatrix},$$

(2.31)

to obtain the following equation

$$y = \hat{y} + e = Xw + e,$$

(2.32)

again, the weights of the model may be solved by the LS solution,
The traditional application of the RBF network is for strict-interpolation problems in multidimensional spaces [7, 8, 47]. In such application, all the data points will be used to form the centres. As the number of data points available is usually very large, this is rarely practical. Broomhead and Lowe [9] removed the restriction of using all the data as centres, and made use of the RBF network as an estimator. Such an implementation provided a more suitable basis for signal processing applications. In their implementation, the centres were chosen randomly from the available data. Clearly, this is unsatisfactory [48]. A more rational approach would be to consider all the training data \( \{ s(i) \}_{i=1}^{N} \) as candidate centres and formulate the problem of centre selection as subset model selection. Since the RBF regression model is linear-in-the-parameter, linear subset modelling techniques may be applied.

### 2.3 Subset model selection

The initial models formed using Volterra and RBF expansions are often very large. This is necessary in non-parametric modelling techniques as the initial model should contain a sufficient number of nonlinearities to allow for the identification of any unknown nonlinear system.

However in most practical cases, the unknown system only requires a very small subset of nonlinearities from the initial model [48]. To reduce model size, model selection techniques can be applied. Parsimonious models are desirable not only because they avoid ill-conditioning problems during parameter learning, but also because they offer better generalisation ability for applications such as time series prediction [49].

The optimum technique for selecting \( R < K \) regressors from an initial model with \( K \) regressors is to form all the possible combinations of \( R \) subset models and pick the best one [24, 50]. This requires a exponential amount of computation and would be impossible to implement for even modest sizes of \( K \) and \( R \). A more practical approach is to use selection algorithms based on a step-wise selection technique. There are two major types of implementation of this technique, namely, forward selection and backward-elimination [24, 50, 51]. These methods are based on either adding or removing regressors one at a time to generate the subset model. If \( R \ll K \), forward selection is computationally much simpler than backward-elimination. As most of our problems fall into this category, we will concentrate on the forward selection technique.

#### 2.3.1 Forward selection technique: the OLS algorithm

To select \( R \) parameters to form the subset model, the forward selection algorithm begins with a subset model with no regressors. The regressors of the original model are then examined to
identify which contribute the most to the modelling of the desired signal vector according to some criteria. The regressor from the initial model which satisfies the desired criterion most becomes the first regressor of the subset model. The next regressor considered for inclusion into the subset model is the one that yields the best combination with the currently selected subset regressors to model the desired vector. This selection process is repeated until the required size of the subset model is reached.

However, the forward selection method is known to be sub-optimum [50]. Nevertheless, this is not a serious problem as many researchers have indicated that very good subset models can be found for practical applications using this method [10,11,50,52]. Coupled with its implementation simplicity, the forward selection method has become very popular.

One efficient implementation of the forward selection algorithm is the orthogonal least squares (OLS) method [10,11,53,54]. Let us first review the key to the OLS implementation, the function of orthogonal projection. Fig. 2.5 shows two vectors $\mathbf{u}, \mathbf{v}$ in $\mathbb{R}^2$ space. The orthogonal projection of $\mathbf{u}$ on $\mathbf{v}$, i.e. $\text{Proj}_\mathbf{v}\mathbf{u}$, can be thought of as the shadow formed by vector $\mathbf{u}$ onto $\mathbf{v}$ when an imaginary light is directed to $\mathbf{u}$ along the normal of $\mathbf{v}$; The vector $\text{Proj}_\mathbf{v}\mathbf{u}$ is the best approximation of $\mathbf{u}$ using $\mathbf{v}$. The following are the definitions of orthogonal projection and the equation to find the orthogonal residual.

$$\text{Proj}_\mathbf{v}\mathbf{u} = \mathbf{v} \left( \frac{\mathbf{u}^T \mathbf{v}}{\|\mathbf{v}\|^2} \right),$$

$$\mathbf{w}_\mathbf{v} = \mathbf{u} - \text{Proj}_\mathbf{v}\mathbf{u},$$

where $\|\mathbf{v}\| = \sqrt{\mathbf{v}^T \mathbf{v}}$ is the Euclidean norm of $\mathbf{v}$ and the vector $\mathbf{w}_\mathbf{v}$ is the residual when $\mathbf{v}$ is used to approximate $\mathbf{u}$.

![Figure 2.5: Orthogonal projections](image-url)
In this work, the criterion used in the model selection algorithm is the normalised MSE (NMSE) criterion, i.e.,

\[
\text{NMSE} = 10 \log_{10} \left( \frac{\sum_{i=1}^{N} e(i)^2}{\sum_{i=1}^{N} y(i)^2} \right),
\]

(2.36)

where \( y(i) \) is the desired signal value at sample \( i \), and \( e(i) = y(i) - \hat{y}(i) \). When there is perfect prediction, i.e. \( e(i) = 0 \) for all \( i \), the NMSE will be \(-\infty \) dB. When there is no prediction, i.e. \( \hat{y}(i) = 0, e(i) = y_i \) for all \( i \), the NMSE will be 0 dB.

The OLS algorithm is listed in the following paragraphs. The following notation is used in the algorithm,

(i). \( \mathbf{X} = [c_0 \ c_1 \ \cdots \ c_{K-1}] \in \mathbb{R}^{N \times K} \) is the information matrix of the original model. The vectors \( c_i \in \mathbb{R}^N \) denote the \( i^{th} \) column of the matrix.

(ii). \( \mathbf{y} \in \mathbb{R}^N \) is the desired output vector.

(iii). \( R \) is the desired size of the subset model.

(iv). \( \text{Col}_\text{Found}[1 \ldots R] \) is the vector produced by the algorithm which lists the regressors selected from the initial matrix \( \mathbf{X} \) by their column number.

**Algorithm 2.1: OLS**

(i). Initialise

- \( \text{no}\_\text{col}\_\text{found} = 0; \quad \text{Col}_\text{Found}[1 \ldots R] = 0; \)
- copy the vector \( \mathbf{y} \) to \( \mathbf{y}_{\text{original}} \).

(ii). Calculate the residual vector

- For columns \( i = 0 \) to \((K - 1)\) of the input matrix \( \mathbf{X} \) that are unused,
  - Project \( \mathbf{y} \) onto each column \( c_i \)
  - \( \text{residual}_i = \mathbf{y} - \text{Proj}_i \mathbf{y} \).

(iii). Select a column

- The column selected \( c_j \) to be included in the subset model is the column that has the smallest Euclidean norm for the residual vector, \( \text{residual}_j \).

\[
 j = \min_i \{ ||\text{residual}_i|| \}, \quad i = \text{unselected columns of } \mathbf{X}
\]

(2.37)

The NMSE of the selected subset model can be calculated by using

\[
20 \log_{10} \left( \frac{||\text{residual}_j||}{||\mathbf{y}_{\text{original}}||} \right).
\]
• no_col_found = no_col_found + 1
  Col_Found[no_col_found] = j.
This array Col_Found stores the indexes of the selected columns of X.
Mark the selected column as used.

• Update y as residual, i.e. \( y = y - \text{Proj}_j y \). This new y can be thought of as the unexplained desired output of the present model.

(iv). Update the X matrix
For columns \( i = 0 \) to \( (K-1) \) of X that are unselected,
update each column \( c_i \) as follows:

\[
c_i = c_i - \text{Proj}_j c_i.
\]
(2.38)

This is to remove the contribution already given by the selected column \( c_j \).

(v). Repeat steps (ii-iv) until the number of columns found is equal to \( R \), the desired number of coefficients for the subset model.

Remark: The OLS algorithm is very similar to the Gram-Schmidt orthogonalisation scheme [55]. The only difference is that instead of orthogonalising the X matrix in the order of the first column to the last column, we now first orthogonalise the columns which have bigger contribution to the approximation of the desired output vector y.

The above algorithm returns an array Col_Found[1...R] indicating the selected regressors from the initial model for the subset model. The weights of the subset model \( w_s \) can be found by forming a matrix \( X_s \) which contains the columns indicated by Col_Found[1...R], and evaluating using the LS solution,

\[
w_s = X_s^+ y_{\text{original}}.
\]
(2.39)

Comments on the Orthogonal Least Squares Algorithm

The OLS method is a powerful and efficient method of performing model selection. The ability to find good subset regressors with only linearly increasing computational complexity makes this method attractive for practical implementations. Nevertheless, steps (ii-iv) of the algorithm require heavy computation, particularly when the \( N \times K \) matrix X is large. If \( N \gg K \), it may be possible to reduce the computational requirement. This is examined in the next chapter.

The OLS algorithm has another useful property. As the new subset model is formed by adding an additional column to the previously selected model, the NMSE performance will always decrease monotonically.
The applications of filters to predict the future values of time series are many. Examples include forecasting of the stock market shares index [56,57], economic data [58], river-flow level, weather, sun-spot series [28,59] and many more. As such, there has been tremendous amount of work done in this field. The reader is urged to consult the following review articles and books for a more extensive treatment of the work [2,29,49,60-62].

The conventional methods for time series prediction were based on linear techniques as summarised in the classic *Time series analysis* by Box and Jenkins [29]. However, towards the end of the 1970’s, nonlinear techniques began to be more widely applied. The earlier methods were mainly based on the introduction of simple quadratic [63], higher combinations of polynomials [4,49], and exponential nonlinearity [64] into the auto-regressive models. In 1983, a major idea was introduced by Tong [60,65], who proposed using threshold models to characterise different disjoint regions of the input space. In recent years, a special class of nonlinear filters that possess the linear-in-the-parameter structure have gained prominence. These nonlinear filters include structures like the Volterra filters [4,5,33], RBF networks [7-9,36], NARMAX models [37,38], multivariate adaptive regression splines (MARS) [26,39] and fuzzy basis function models [40]. Another important class of predictors based on NN techniques is the multi-layer perceptron (MLP) [66] which has also seen wide-spread use.

Time series prediction can also be considered from the viewpoint of dynamic systems [61,62,67]. By that, the time series is assumed to be driven by an underlying deterministic system $g(.)$. If $g(.)$ is known, the entire future evolution of the time series $\{y(i), y(i+1), \ldots, y(\infty)\}$ can be found if the current state $s(i) = [y(i-1) \ y(i-2) \cdots \ y(i-m)] \in \mathbb{R}^m$ is given. The problem, therefore, is to find an approximation of $g(.)$ based on the available training data. To reconstruct the time series given $g(.)$, knowledge of the past $m \geq 2d + 1$ samples is required [68]. The integer $d$ is the fractal dimension of the time series [68]. This process is called state-space reconstruction [69].

If the functional structure of $g(.)$ is known, a parametric model can be created, and the problem then is to solve for the parameters of the model based on the available training data. However in most cases, the underlying dynamics are unknown, and the requirement is to find a model $f(.)$ to characterise the actual dynamics $g(.)$ based on available training data. If the approximation of $f(.)$ to $g(.)$ is good, the future values of the time series may be predicted based on the known observations of the current past $m$ observations.

In this thesis, we shall adopt the state-space reconstruction approach, and assume that the underlying dynamics of the time series generator is unknown.
To illustrate the application of the OLS model selection algorithm, and the difference in performance between a linear and nonlinear predictor, we examine the performance of the predictors for two different time series which possess nonlinear dynamics, namely the Duffing’s and the Mackey-Glass chaotic time series [70]. The nonlinear predictor used is based on the Volterra expansion created using the parameters degree \( L = 3 \), embedding-vector length \( m = 6 \). This expansion results in a 84 parameter model. To give a fair comparison of performance, a linear predictor of order 84 is used. The NMSE criterion is used to measure the performance of the selected subset model.

The chaotic time series were created using the following equations:

- **Duffing’s time series** (Fig. 2.6)

\[
\frac{d^2 s(t)}{dt^2} + \alpha \frac{ds(t)}{dt} - s(t) + s^2(t) = \beta \cos(t)
\]  

(2.40)

where \( \alpha = 0.25 \), \( \beta = 0.3 \), \( s(0) = 0 \), \( \frac{ds(0)}{dt} = 0 \) and step size = 0.2. Gaussian white noise is added to this series to create a signal-to-noise ratio\(^2\) (SNR) of +50dB.

- **Mackey-Glass time series** (Fig. 2.7)

\[
\frac{ds(t)}{dt} = -bs(t) + \frac{a s(t - \tau)}{1 + s^10(t - \tau)}
\]  

(2.41)

where \( \tau = -21 \), \( a = 0.2 \), \( b = 0.1 \), initial conditions \( s(t - \tau) = 0.5 \) for \( 0 \leq t \leq \tau \) and step size = 2. Gaussian noise is added to create a SNR of +50dB.

The OLS algorithm was used to select subset models from the 84-term linear predictor and the 84-term nonlinear Volterra predictor. The NMSE performance of each model for the two time series prediction problems is shown in Figs. 2.8 and 2.9. The performance of a simple linear predictor created by increasing the linear predictor order from \( K = 1 \) to \( K = 84 \) is also included. The horizontal axis of Figs. 2.8 and 2.9 shows the number of parameters used to create the subset model, and the vertical axis indicates the NMSE attained by the subset model. Both results demonstrate that

(i). The performance of the linear models selected by the OLS algorithm was better than that of the linear model without selection.

(ii). The nonlinear predictor can improve signal prediction performance.

\(^2\)Size 6 was chosen to satisfy Takens’ theorem [68]

\(^3\)SNR is calculated using the following equation,

\[
\text{SNR} = 10 \log_{10} \frac{\sigma_e^2}{\sigma_s^2}
\]

where \( \sigma_s^2 \) is the variance of the time series, and \( \sigma_e^2 \) is the variance of the additive Gaussian noise.
Figure 2.6: Duffing’s chaotic time series

Figure 2.7: Mackey-Glass chaotic time series
Figure 2.8: Linear vs nonlinear predictors performance (Duffing’s series)

Figure 2.9: Linear vs nonlinear predictors performance (Mackey-Glass series)
The other application problem which we will consider is that of channel equalisation. Channel equalisation is the technique employed to combat the effects of inter symbol interference (ISI) and noise which corrupt the transmission of signals across a communication channel. The task of the equaliser is to reconstruct the transmitted sequence with the minimum probability of misclassification. The communication system we shall examine in this thesis is a discrete linear baseband system as illustrated in Fig. 2.10, where the channel represents the combination of a transmitter filter, a transmission medium and a receiver filter. This transmission model can represent a wide variety of communication models, e.g. linear baseband channel like the twisted pair wire and coaxial cable, or bandpass channel such as the telephone modem line, and HF radio link [3, 71, 72].

![Figure 2.10: Model of a data transmission system](image)

The discrete linear baseband channel is usually modelled by a FIR filter [3, 71, 72] with the following transfer function

\[ H(z) = \sum_{i=0}^{n_a-1} a(i)z^{-i}, \]  

(2.42)

where \( a(i) \) are the channel impulse response coefficients and \( n_a \) is the length of the channel impulse response. For the study, the channel coefficients are restricted to be real and the transmitted symbol \( s(k) \) is taken from the set \( \{\pm 1\} \). This corresponds to the use of a 2-ary pulse amplitude modulation (PAM) scheme [71]. Focusing on this simple case allows us to highlight the basic principles and concepts more clearly. Moreover, the techniques studied in the 2-ary PAM scheme can be extended without any difficulties to more complicated modulation techniques e.g. quadrature amplitude modulation (QAM), phase shift keying (PSK) [73–75].
The received signal \( r(k) \) to the equaliser (Fig. 2.10) at time \( k \) is given by

\[
r(k) = \sum_{i=0}^{n-1} a(i)s(k - i) + n(k)
\]

\[
= a(0)s(k) + \sum_{i=1}^{n-1} a(i)s(k - i) + n(k),
\]

(2.43)

where \( s(k) \) is the independently identically distributed (i.i.d) transmit signal and \( n(k) \) is an additive i.i.d Gaussian noise with zero mean and variance \( \sigma_n^2 \). Eq. 2.43 shows that the received signal \( r(k) \) for the transmitted signal \( s(k) \) is attenuated by a factor of \( a(0) \), and corrupted by additive noise \( n(k) \) and the dispersion of energy from neighbouring symbols \( \sum_{i=1}^{n-1} a(i)s(k - i) \).

The performance of the receiver using \( r(k) \) to detect the transmitted signal without compensating for the ISI effects will be very poor. To improve the receiver’s performance, various techniques for channel equalisation have been developed during the past three decades [3, 71]. Fig. 2.11 lists some of the available equalisation techniques. The diagram shows two main classes of equalisers; the equalisers listed in the left column are based on symbol-decision detection process, and the equalisers listed in the right column are based on a block or sequence detection process.

![Equaliser class](image)

**Figure 2.11:** General breakdown of equalisation techniques

We first discuss the block detection technique. It is well-known that block detection equalisation based on the principle of maximum likelihood sequence estimator (MLSE) of the entire transmitted sequence will provide the best classification performance when the channel’s statistics are completely known [3, 76]. The optimum solution for this class of equaliser is the maximum likelihood Viterbi algorithm (MLVA) [77] which determines the estimated symbol sequence by the following cost function,

\[
J_{MLVA} = \sum_{k=1}^{\infty} \left(r(k) - \sum_{i=0}^{n-1} a(i)s(k - i)\right)^2
\]

(2.44)

where \( \hat{s}(k) \) is the estimated symbol at time \( k \). Although the MLVA can provide the best
performance given perfect knowledge of the channel statistics, its implementation complexity is very large. This is one of the main reasons why the symbol-decision class equaliser which requires significantly simpler implementation is used even though its performance is poorer than that of the block decision class equaliser. Symbol-decision detectors are also preferred in the situation when the channel is severely non-stationary, e.g., mobile communications. In [74], it was reported that performance of adaptive MLVA degrades seriously in highly non-stationary environments, and better performance may be achieved by a Bayesian symbol-decision equaliser. This is because the MLVA suffers from the drawback of accumulating channel tracking error during decoding of block sequences unlike the symbol decision class equaliser which decodes the transmitted symbols at each symbol period. However, methods of improving the MLSE for fast time varying channel are now receiving wide-spread attention. For more detailed discussion of this type of equalisation technique, refer to [78, 79]. The reader interested in examining block decoding equalisation techniques can refer to the following references [3, 77–82].

For the rest of the thesis, only the symbol-decision detector is considered. The name symbol-decision detector is derived from the fact that this class of equaliser makes a symbol detection at each symbol period. Within this class of detector, there exist two different implementations of the equaliser’s decision function, i.e., linear and nonlinear techniques. The linear implementation of the equaliser includes the well-known equaliser structure, the linear transversal equaliser (LTE) which does not utilise past detected symbols in the decision function, and the conventional decision feedback equaliser (DFE) [3, 83–85] which uses some past detected symbols in its decision function. The nonlinear implementation similarly includes the two different structures, one with decision feedback and the other without. Several different cost functions are available to optimise the equaliser’s performance, namely, the peak distortion criterion [3, 86, 87], the minimum mean square error (MMSE) criterion [3, 71, 88] and the minimum bit error rate (MBER) criterion. The equaliser optimised using the peak distortion criterion is called the zero-forcing (ZF) equaliser. In recent years however, the ZF equaliser has become less popular [71]. The current implementations of equaliser are normally based on the MMSE and MBER criteria.

To illustrate the difference in performance between linear and nonlinear equalisers, simulations were conducted to compare the classification performance of the MMSE linear and the optimum nonlinear equaliser. The channel transfer function used was \(H(z) = 0.3482 + 0.8704 z^{-1} + 0.3482 z^{-2}\). For the simulations, the transmit symbol was assumed to be from a binary source with constellation \(\{\pm 1\}\), the equaliser’s feedforward and delay order were chosen to be \(m = 4\) and \(d = 1\) respectively, and complete knowledge of the channel statistics was assumed. The simulation results are illustrated in Fig. 2.12. The vertical axis of the graph (Fig. 2.12) indicates the probability of misclassification in log10 scale, i.e. \(\text{BER} = \log_{10}(\text{probability of misclassification})\), and the horizontal axis indicates the operating SNR condition. The definition of SNR for channel equalisation applications is based on the ratio of received signal power over the variance of the noise affecting the communication channel, i.e., \(\text{SNR} = 10 \log_{10} \frac{\sigma_s^2 \sum a(i)}{\sigma_e^2}\), where \(\sigma_s^2\) is the transmit signal variance, \(a(i)\) are the channel impulse response’s coefficients, and \(\sigma_e^2\) is the
noise variance. The simulation results show that the Bayesian equaliser out-performs the linear equaliser significantly. For example, at misclassification probability equal to $10^{-4}$, the Bayesian equaliser demonstrated a 4.4dB improvement in SNR over the linear MMSE equaliser.

![Figure 2.12: Comparison of classification performance between MMSE linear equaliser and the optimum nonlinear symbol-decision equaliser for channel $H(z) = 0.3482 + 0.8704z^{-1} + 0.3482z^{-2}$. The parameters of the equaliser were $d = 1$ and $m = 4$.](image)

The equaliser structures discussed so far are by no means exhaustive; a considerable number of other structures and adaptive implementations [1, 3] have not been mentioned. In particular, equaliser structures such as fractionally-spaced [89, 90], lattice-filter [1] and infinite impulse response equaliser [91, 92] will not be examined.

To reiterate, this thesis is primarily concerned with nonlinear filter designs. For channel equalisation applications, we will only examine linear and nonlinear filter structures for symbol-decision equalisers.

2.6 Conclusion

In this chapter, we have introduced nonlinear filters which have the linear-in-the-parameter structure for non-parametric modelling. In particular, we considered the Volterra and RBF techniques of generating the nonlinear expansions. Such expansions, however, result in very large initial models which are undesirable due to implementation complexity and poor generalisation ability. To reduce the size of the model, the OLS algorithm of performing model selection was considered. Using simulation results, we showed that nonlinear models, when used to predict nonlinear time series, perform better than linear predictors, and that subset models found using the OLS algorithm can perform adequately. Lastly, a short introduction to time series prediction and channel equalisation was presented.
Chapter 3

Improving the OLS algorithm and RBF model for time series prediction

In Chapter 2, the background to the work performed in the thesis was introduced. In particular, we studied the OLS algorithm for model selection, compared the performance of nonlinear Volterra predictors to that of linear predictors for stationary time series, and introduced the channel equalisation problem. As the emphasis of the previous chapter was to give an overview to the current techniques available, we did not include any of our own findings there. In this chapter, we will present some of our results regarding the OLS algorithm and the application of RBF models to nonstationary time series prediction. The following results are reported in this chapter:

(i). The suboptimum solution of the forward-selection algorithm, and a method of improving the selection process\(^1\).

(ii). The implementation complexity of the OLS algorithm and some methods of reducing the implementation processing requirement\(^2\).

(iii). The RBF predictor’s performance on homogeneous nonstationary time series\(^3\).

The organisation of the chapter is as follows:

Sec. 3.1 considers the sub-optimum nature of the forward selection approach and proposes a method of improving the selection process. Sec. 3.2 investigates the implementation complexity


of the OLS algorithm and introduces a pre-processing step to reduce the computational requirement. Sec. 3.3 examines the problem of predicting homogeneous nonstationary time series using a RBF model. By the term homogeneous nonstationarity, it is meant that the time series characteristic is similar throughout the time sequence apart from local variations of mean and trend. Our simulation results show that the RBF predictor performs relatively poorly for such time series. To improve the performance of the predictor, some modifications to the RBF’s node response behaviour are proposed. Some concluding remarks are given in Sec. 3.4.

3.1 Suboptimum nature of the forward selection method

This section investigates the sub-optimum nature of the forward selection method for subset model selection and introduces an implementation which improves the selection process.

It is important to realise that the forward selection method does not guarantee the optimal solution for a $R$-term subset model taken from an initial $K$-term model. This method only ensures the best selection of the next regressor to be included in the current selected subset model at every step. The term greedy algorithm [93] can be used to describe this kind of selection technique. The only fool-proof method of selecting an optimal $R$-term subset model is to try all the possible combinations of $R$-term models from the full $K$-term initial model. As there are $K!/(R!(K - R)!)$ possible combinations to form the $R$-term subset model, it is almost impossible to implement even for modest sizes of $R$ and $K$ [50].

Example: Sub-optimum solution of the forward selection method

The following example is presented to illustrate how the forward selection method can fail in selecting the optimal subset model from the following linear regression model,

$$
\mathbf{y} = \mathbf{Xw} + \mathbf{e}
$$

where the vector $\mathbf{y} \in \mathbb{R}^{N}$ is the desired signal vector, $\mathbf{X} \in \mathbb{R}^{N \times K}$ is the information matrix, $\mathbf{w} \in \mathbb{R}^{K}$ is the weight vector and $\mathbf{e}$ is the approximation error of the regression model to the desired signal vector. Let $\mathbf{X}$ and $\mathbf{y}$ have the following values,

$$
\mathbf{X} = \begin{bmatrix}
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & 0.1 \\
\end{bmatrix}, \quad \mathbf{y} = \begin{bmatrix}
2 \\
2 \\
0 \\
\end{bmatrix},
$$

and the task of the model selection problem be to pick a subset model with two regressors from the initial three regressors model. The columns of $\mathbf{X}$ are numbered as $c_0, c_1$ and $c_2$ respectively. The forward selection algorithm selects columns in the order of $c_2, c_0$ and $c_1$. It
is true that the best one-term subset model, i.e. $X_{s1}$, is to use column $c_2$ since it provides the best approximation to $y$ \(^4\). The best two-term subset model, $X_{s2}$, however, is formed by using columns $c_0$ and $c_1$. Since the forward selection type algorithm adds a new column to the previously selected subset, a sub-optimal two-term model using $c_2$ and $c_0$ is obtained.

From this example, it is clear that forward selection method is sub-optimal, and the selection process can be improved by not always including the regressors selected in the previous stages. That is, a larger subset model need not necessarily contain all the columns of the smaller subset selected previously.

### 3.1.1 Backtracking OLS

To improve the selection process of the forward selection algorithm, we examine a backtracking approach [12]. The procedures of the modified selection algorithms are: The OLS algorithm is first applied to select the initial subset model of $R$ terms. As the subset model size is increased from $1$ to $R$, the NMSE, which will decrease monotonically, is calculated and recorded. By examining how each parameter contributes to reducing the approximation error, we can determine if the order of parameter selection should be changed. The idea of the backtracking procedure is to introduce parameters that have provided better performance-gain before those that have provided less significant gains [12]. This idea is very similar to the forward-backward selection method discussed in [50]. The details of the algorithm are as follows,

**Algorithm 3.1 Backtrack OLS Algorithm**

(i). Use the OLS approach to find the initial $X_{sR}$ set. The subscript $R$ of $X_{s}$ implies that the matrix $X_{s}$ has $R$ columns.

(ii). For $i = 1$ to $R$

   - determine the NMSE values of using $X_{si}$ to approximate $y$, where $X_{si}$ contains $i$ columns selected from $X$ by OLS algorithm. Store these values into the benchmark array $BM_{NMSE}$, i.e., $BM_{NMSE}[i] = NMSE$ attained using the subset model containing $i$ columns. This array is used to compare against the performance of subset models selected using the backtracking approach. The array $drop_{NMSE}$ is defined as:

$$\text{drop}_{NMSE}[i] = BM_{NMSE}[\hat{i}] - BM_{NMSE}[i-1]$$

(iii). For $i = 2$ to $R$

   - For $j = i + 1$ to $R$

   if ($\text{drop}_{NMSE}[j] > \text{drop}_{NMSE}[i]$)

---

\(^4\)The subscript $R$ of $X_{s}$ imply that the matrix $X_{sR}$ has $R$ columns.
(a) Form a $X_{tmp}$ matrix using the first $i - 2$ columns of $Xs_R$ and column $j$ of $Xs_R$. This $X_{tmp}$ matrix will have $i - 1$ columns.
If $i = 2$, $X_{tmp}$ matrix will be a single column matrix with the column from column $j$ of $Xs_R$.

(b) Re-apply the OLS method to find $Xs^\dagger$, where $Xs^\dagger$ is the selection of $R$ columns from $X$ based on the initial set specified in $X_{tmp}$.

(c) Determine the NMSE values using $Xs^\dagger$ to model $y$ and store it into the array $tmp_{NMSE}$. Each element in $tmp_{NMSE}$ will be compared to its corresponding element in $BM_{NMSE}$. Any performance improvement in $tmp_{NMSE}$ implies that the new subset found using the backtrack procedure is better. The indexes of the columns used to form this subset are stored. The $BM_{NMSE}$ array is then updated with the new improved values.

(d) Skip the rest of $j$, i.e. set $j = R + 1$.

Remark: Step (iii)a is the key idea to the backtracking algorithm. A parameter that has provided a better contribution to model vector $y$ albeit in a larger subset model $Xs$ replaces the original selection. Although this exchange is not optimal in forming the $i$-term subset model $Xs_i$ from the $(i - 1)$-term subset model $Xs_{(i-1)}$, it is possible for better combinations of $Xs^\dagger$ to be generated when more regressors are selected.

**Backtracking OLS simulation results**

To illustrate the performance of the selected models using the backtracking OLS algorithm, the experiment of selecting subset models from the 84-term Volterra predictor used on the Duffings and the Mackey-Glass chaotic time series discussed in Sec. 2.4.1 is repeated. The NMSE performance of the selected models for the Duffing’s time series using the OLS and backtracking OLS algorithm is depicted in Fig. 3.1, and for the Mackey-Glass time series is depicted in Fig. 3.2. The results in both cases confirmed that the backtracking OLS algorithm can improve on the standard OLS selected subset model’s performance. This improvement however is achieved with a significant increase in implementation complexity and it should be noted that in these two examples, the improvement to the predictive performance is only very small. These results are in agreement with many other researchers’ observation that forward selection technique normally yield very good subset model selection [10,11,50,52], and that for all practical purpose the OLS solution should suffice.
3.2 Computation reduction of OLS method

Although the OLS algorithm [10,11,53,54] is an efficient implementation of the forward selection method, the implementation complexity of the selection process remains significant when the original model and the number of available data samples is large. In this section, methods
of reducing the implementation complexity will be studied. The basic idea is to perform an
orthonormal transformation on the \(N \times K\) matrix \(X\) and the \(N \times 1\) vector \(y\) to change them
into a \(K \times K\) matrix \(\tilde{X}\) and a \(K \times 1\) vector \(\tilde{y}\). The transformation is accomplished by the
multiplication process: \(\tilde{X} = Q^T X\) and \(\tilde{y} = Q^T y\) where the matrix \(Q \in \mathbb{R}^{N \times K}\) has the same
column space as \(X\). The OLS algorithm is then employed to select significant parameters
based on \(\tilde{X}\) and \(\tilde{y}\). Because the size of the transformed information matrix and output vector
is smaller than that of the original version, computational complexity is reduced. In normal
signal processing problems, the number of data samples, \(N\), is greater than the number of model
parameters \(K\). Substantial saving in computation based on \(\tilde{X}\) and \(\tilde{y}\) for subset model selection
usually more than offsets the additional computation required for pre-processing. In the case
of \(N \gg K\), which is certainly not rare, very significant saving in computation can be achieved.

3.2.1 Reduced OLS: Gram Schmidt

One possible way of introducing the orthonormal transformation can be accomplished as follows:
Using the Gram-Schmidt (GS) decomposition [31,94], decompose the \(N \times K\) matrix \(X\) into the
product of an \(N \times K\) matrix \(Q\) satisfying \(Q^T Q = I\) and a \(K \times K\) upper triangular matrix \(B\),
where \(I\) is the identity matrix of appropriate dimension. That is

\[
X = QB
\]

or

\[
[c_0 \, c_1 \, \cdots \, c_{K-1}] = [q_0 \, q_1 \, \cdots \, q_{K-1}]
\]

where \(q_j, 0 \leq j \leq K - 1\), are the columns of \(Q\). Pre-multiplying both sides of Eq. 3.1 by \(Q^T\)
yields

\[
Q^T y = Bh + Q^T e.
\]

By introducing \(\tilde{y} = Q^T y\), \(\tilde{X} = B\) and \(\tilde{e} = Q^T e\), Eq. 3.4 can be re-written as

\[
\tilde{y} = \tilde{X} h + \tilde{e}.
\]
where $\tilde{y}$ and $\tilde{e}$ are $K \times 1$ vectors and $\tilde{X}$ is a $K \times K$ matrix. The OLS algorithm can now be applied using the transformed information matrix $\tilde{X}$ and transformed desired vector $\tilde{y}$ for subset selection.

The solution obtained using $\tilde{y}$ and $\tilde{X}$ is identical to that using $y$ and $X$. This is because $\tilde{y}$ and $\tilde{X}$ are created by performing a unitary transformation $[30,31]$ on $y$ and $X$. We can think of this transformation as a rotation and/or reflection operation. As such operations preserve the length of each (column) vector and the angle between two vectors, no new information is created or lost by transforming Eq. 3.1 into Eq. 3.5. Because of this property, we say that $y$, $X$ and $e$ remain invariant after the transformation $[30,31]$.

This transformation of $\tilde{X} = Q^T X$ and $\tilde{y} = Q^T y$ can be viewed as pre-processing. This pre-processing requires approximately $N \times K^2$ multiplications $[95]$ when the GS decomposition procedure is employed to extract $Q$. If the saving in computation by using $\tilde{X}$ and $\tilde{y}$ for subset selection offsets the additional computation of pre-processing, this reduced OLS approach is justified. The computational complexity of this reduced OLS algorithm for subset model selection has been analysed using examples, and the results showing the number of multiplications needed for subset selection on a $500 \times 84$ matrix and a $1000 \times 210$ matrix are illustrated in Figs. 3.3 and 3.4 respectively. The number of multiplications required to perform a subset selection of $R$ parameters from a $N \times K$ $X$ matrix using the OLS method can be calculated using:

$$\text{No. multiplications (OLS) } = \sum_{i=1}^{R} (3N(K - i - 1)) + \sum_{i=1}^{R-1} (2N(K - i)). \quad (3.6)$$

The number of multiplications required to perform the pre-processing using the Gram-Schmidt decomposition is calculated using:

$$\text{No. multiplications (GS decomposition) } = NK^2 + NK. \quad (3.7)$$

Therefore, the total number of multiplications required to perform a subset selection by the reduced-OLS GS approach is

$$\text{No. multiplications (reduced-OLS GS) } = NK^2 + NK + 
\sum_{i=1}^{R} (3K(K - i - 1)) + \sum_{i=1}^{R-1} (2K(K - i)). \quad (3.8)$$
3.2.2 Reduced OLS: SVD

The Gram-Schmidt procedure is not the only pre-processing method that can be used to transform Eq. 3.1 into Eq. 3.5. The singular value decomposition (SVD) [32] can be employed as an alternative pre-processing method. The SVD of the \( N \times K \) matrix \( \mathbf{X} \) is defined by
\[
X = UAV^T = [U_R | U_{K-R}] \begin{bmatrix}
A_R & 0 \\
0 & A_{K-R}
\end{bmatrix} \begin{bmatrix}
V_R^T \\
V_{K-R}^T
\end{bmatrix}.
\] (3.9)

In the above definition

- The columns of the \(N \times K\) matrix \(U\) are the left eigenvectors of \(X\), which are commonly known as the principal components of \(X\). The columns of \(U\) are denoted as \(u_0, u_1, \ldots, u_{K-1}\). The \(N \times R\) matrix \(U_R\) and the \(N \times (K-R)\) matrix \(U_{K-R}\) are formed by \([u_0 \ u_1 \cdots u_{R-1}]\) and \([u_R \ u_{R+1} \cdots u_{K-1}]\) respectively.

- \(A\) is the \(K \times K\) diagonal matrix, and the diagonal of \(A\) contains the singular values of \(X\) arranged in the order of \(\lambda_0 \geq \lambda_1 \cdots \geq \lambda_{K-1}\). The diagonal elements of the \(R \times R\) diagonal matrix \(A_R\) are formed by using the \(\lambda_0 \geq \lambda_1 \cdots \geq \lambda_{R-1}\).

- The rows of the \(K \times K\) matrix \(V^T\) consist of the right eigenvectors of \(X\). The columns of \(V\), the transpose of \(V^T\), are denoted as \(v_0, v_1, \ldots, v_{K-1}\). The \(R \times K\) matrix \(V_R^T\) is formed by \([v_0 \ v_1 \cdots v_{R-1}]^T\).

Notice that \(U\) is an orthonormal matrix. By introducing \(\tilde{y} = U^T y\), \(\tilde{X} = AV^T\) and \(\tilde{e} = U^T e\), Eq. 3.1 is transformed into Eq. 3.5 as in the previous case of the Gram-Schmidt pre-processing. The only difference is that \(\tilde{X} = AV^T\) is not upper triangular. The SVD however requires significantly more computation [9] (approximately three times more multiplications) than the Gram-Schmidt orthogonalisation scheme. The saving in computation by using \(\tilde{y}\) and \(\tilde{X}\) for subset selection may not always be enough to compensate for the additional computation of the SVD pre-processing.

Further reduction in computation must be sought in order to justify the SVD pre-processing. This can be achieved by further reducing the \(K \times K\) problem into an \(R \times K\) problem where \(R < K\). Pre-multiplying Eq. 3.1 by \(U_R\) yields

\[
U_R^T \tilde{y} = U_R^T X h + U_R^T e.
\] (3.10)

We now define an \(N \times K\) matrix

\[
\hat{X} = U_R A_R V_R^T, \quad R < K,
\] (3.11)

\(\hat{X}\) may be thought of as an approximation of \(X\). If we introduce the \(R\times1\) vectors \(\tilde{y}_R = U_R^T \tilde{y}\) and \(\tilde{e}_R = U_R^T \tilde{e}\), and the \(R \times K\) matrix \(\hat{X}_R = U_R^T \hat{X}\), Eq. 3.10 can be rewritten as \(\tilde{y}_R \approx \hat{X}_R h + \tilde{e}_R\). The OLS algorithm can now be applied to perform subset model selection based on \(\tilde{y}_R\) and
The maximum rank of the subset model in this case is $R$. The justification of this reduced OLS selection approach is that if $R$ is sufficiently large, $\tilde{X}$ will be a very good approximation of $X$ and the solution of the subset selection obtained using $\tilde{y}_R$ and $\tilde{X}_R$ will be very similar to that obtained using the original $y$ and $X$ (up to the rank $R$ subset model). On the other hand, if $R$ is small enough, the overall computational complexity of this reduced OLS approach will be significantly less than the direct approach using $y$ and $X$. To calculate the error introduced by using $\tilde{X}$ to approximate $X$, the Frobenius norm $\| \cdot \|_F$ of the matrix is needed. The Frobenius norms of $X$ and $\tilde{X}$ are

$$
\|X\|_F = \left( \sum_{i=1}^N \sum_{j=0}^{K-1} |x_{ij}|^2 \right)^{1/2} = \left( \sum_{i=0}^{K-1} \lambda_i^2 \right)^{1/2},
$$

(3.12)

$$
\|\tilde{X}\|_F = \left( \sum_{i=1}^N \sum_{j=0}^{K-1} |\tilde{x}_{ij}|^2 \right)^{1/2} = \left( \sum_{i=R}^{K-1} \lambda_i^2 \right)^{1/2}.
$$

(3.13)

Let the matrix $E$ be $E = X - \tilde{X}$. The Frobenius norm of $E$ is

$$
\|E\|_F = \left( \sum_{i=1}^N \sum_{j=0}^{K-1} |x_{ij} - \tilde{x}_{ij}|^2 \right)^{1/2} = \left( \sum_{i=R}^{K-1} \lambda_i^2 \right)^{1/2}.
$$

(3.14)

The NMSE of using $\tilde{X}$ to approximate $X$ can be defined as

$$
\text{NMSE}_{\tilde{X}} = 20 \log_{10} \left( \frac{\|E\|_F}{\|X\|_F} \right).
$$

(3.15)

If $\text{NMSE}_{\tilde{X}} = -\infty$, we have $\tilde{X} = X$. Note that how well $\tilde{y}_R = U_R^T y$ approximates $U^T y$ is also important in selecting an appropriate rank $R$. To measure the error of using $\tilde{y}_R$ to approximate $U^T y$, we define the following NMSE

$$
\text{NMSE}_{\tilde{y}_R} = 10 \log_{10} \left( \frac{\sum_{j=R}^{K-1} (u_j^T y)^2}{\sum_{j=1}^{K-1} (u_j^T y)^2} \right).
$$

(3.16)

Let us define the noise floor as the NMSE of approximating $y$ when the full $X$ is used. For example, in the two times series previously used for simulations, the noise floor is approximately $-43$dB for the Duffing’s case and approximately $-40$dB for the Mackey-Glass case (Figs. 3.1 and 3.2). For the reduced OLS based on the SVD pre-processing to work satisfactorily, the rule of thumb is to choose an approximation rank $R$ so that the NMSE measures of Eqs. 3.15 and 3.16 are well below the noise floor. If this criterion is satisfied, the solution of subset model selection up to rank $R$ using $\tilde{y}_R$ and $\tilde{X}_R$ is usually comparable to that obtained using the full $y$ and $X$. Figs. 3.5 and 3.6 plot the NMSE measures of Eqs. 3.15 and 3.16 as functions of approximation rank.
rank $R$ for the two time series examples. The results indicate that an approximation rank $R \geq 40$ may be sufficient for both cases. In practice, the noise floor may not always be known. A compromise between performance of subset selection and computational complexity must be made when choosing $R$.

Figure 3.5: NMSE of approximating $X$ and $U^T Y$ (Duffing’s series)

Figure 3.6: NMSE of approximating $X$ and $U^T Y$ (Mackey-Glass series)
3.2.3 Results of reduced OLS methods

Figs. 3.7 and 3.8 show the performance of the predictors, selected from the original 84-term Volterra predictor using the two proposed reduced OLS methods, on the Duffing's and Mackey-Glass chaotic time series. The two time series used were the same as discussed in Sec. 2.4.1.

Since the Gram-Schmidt procedure does not cause any approximation to our original problem but only introduces a change of bases, the reduced OLS method based on Gram-Schmidt preprocessing provides identical performance to the OLS method using the original $X$ and $y$.

The reduced OLS SVD approach involves approximating the original $X$ and $y$ by $\tilde{X}_R$ and $\tilde{y}_R$, and its performance will not generally be identical to the OLS method based on $X$ and $y$. For the Duffing’s time series, when the approximation rank $R = 40$, subset models with up to 24 regressors selected by the reduced OLS SVD algorithm are the same as those selected by the OLS algorithm using the full $X$ and $y$ (Fig. 3.7). This suggests that information regarding the first 24 significant columns of $X$ is not lost when we approximate the rank 84 matrix $X$ by the rank 40 matrix $\tilde{X}_R$. When an approximation rank 60 is used, there is hardly any difference between the subset models selected by the reduced OLS SVD algorithm and those chosen by the OLS algorithm using $X$ and $y$. Similar observations can be drawn for the Mackey-Glass time series (Fig. 3.8).

Figure 3.7: Comparison of reduced OLS methods (Duffing’s series)
3.3 **Nonlinear time series prediction using RBF and GRBF model**

In this section, the application of RBF models for nonlinear time series prediction is considered.

The RBF model has enjoyed considerable success in nonlinear time series prediction \[9,10, 44-46,61\]. Most of the successful results, however, are obtained when the model is applied to predict signals that are stationary. The performance of the RBF predictor for nonstationary signal is less satisfactory \[96\]. This is because the RBF model does not characterise temporal variability well. Since real-world signals are often not only highly nonlinear but also highly nonstationary, it is desired to develop predictors which can handle signals that exhibit both such characteristics.

To improve the predictive performance for nonstationary data, we propose a gradient RBF (GRBF) predictor which is a modification of the classical RBF predictor \[15,16\]. In the classical RBF predictor, the centres of the hidden nodes can be interpreted as prototype vectors which are used to sense the presence of the input pattern. That is, if a centre matches the predictor’s input vector, the corresponding hidden node will fire strongly. However in the GRBF predictor, a hidden node’s function is to sense the presence of a prototype vector’s gradient. This significantly improves the predictive capability of the network in the situation where nonstationarity of the signal is due to the variations of mean and trend.

In using this GRBF predictor, we are exploiting the idea that, by performing a suitable difference
operation on a nonstationary signal, the resulting signal becomes stationary. This idea is used in the auto-regressive integrated moving average (ARIMA) model for linear prediction of nonstationary signals [29]. By incorporating a similar mechanism into the RBF network, we can create a network model that is capable of dealing with nonlinear and nonstationary signals.

In the following sections, the RBF model is introduced and the procedures required to modify the RBF structure to the gradient RBF (GRBF) model are presented. Some simulation results are also included to compare the performance between RBF, GRBF and linear predictors.

### 3.3.1 The RBF predictor for nonstationary time series

In this study, the RBF predictor’s nonlinearity is chosen to be Gaussian and the width \( \alpha \) to be uniform. The centres are initially set to all available training data, and the OLS algorithm is applied to perform model selection.

The input vector to the predictor at time \( n \) is \( s(n) = [y(n-1) \cdots y(n-m)]^T \in \mathbb{R}^m \) and the response of the Gaussian \( j^{th} \) hidden nodes to the input vector \( s(n) \) is

\[
\phi_j(s(n)) = \exp(-\alpha \|s(n) - c_j\|^2)
\]

where \( c_j \) is the \( m \)-dimensional centre vector of the \( j^{th} \) node, \( \|\cdot\| \) denotes Euclidean norm and \( \alpha \) is a positive constant which determines the width of the symmetric response of the hidden node. The predictor’s output is

\[
y(n) = \sum_{j=1}^{K} \phi_j(s(n))w_j
\]

where \( w_j \) are the network connection weights and \( K \) is the number of hidden nodes. The error between the desired network output \( y(n) \) and the actual network output \( \hat{y}(n) \) is \( \epsilon(n) = y(n) - \hat{y}(n) \).

### 3.3.2 The Gradient Radial Basis Function model

The GRBF predictor, like the RBF case, is a nonlinear model with the linear-in-the-parameter structure. In the GRBF model, however, the input vector is generated by differencing the raw data. The order of differencing determines the order of the GRBF predictor. For example, the
input vector of the 1st-order GRBF predictor at time \( n \) is given by

\[
\begin{align*}
    s'(n) & = s(n) - s(n-1) \\
    & = [y(n-1) - y(n-2), \ldots, y(n-m) - y(n-m-1)]^T \in \mathbb{R}^m
\end{align*}
\]

(3.19)

where \( s(n) \) and \( s(n-1) \) are the original input vectors to the RBF network at time \( n \) and \( (n-1) \) respectively. The elements of \( s'(n) \) show the rate of change in the trajectory of the time series for the past \( m \) samples.

The function of the hidden node for the GRBF predictor is also slightly different from that of the RBF predictor. Fig. 3.9 depicts the structure of the 1st-order GRBF predictor.

Although the Gaussian function still serves as the nonlinear function which compares the similarity of the input vector to the hidden node’s center, the response of the Gaussian function is now multiplied by an additional term \((y(n-1) + \delta_j)\). The response of the \( j^{th} \) hidden node of a 1st-order GRBF network to the input vector \( s'(n) \) is therefore given by

\[
    \phi_j'(s(n)) = \exp(-\alpha \|s'(n) - \epsilon_j\|^2) \times (y(n-1) + \delta_j)
\]

(3.20)

where \( \epsilon_j \) is the \( m \)-dimensional center vector of the \( j^{th} \) hidden node and \( \delta_j \) is a constant value associated with the center. The term \((y(n-1) + \delta_j)\) can be interpreted as a local single-step
prediction of \( y(n) \) by the \( j^{th} \) hidden node. From Eq. 3.20, if the input vector is very similar to the \( j^{th} \) centre, the value of the Gaussian function will be close to 1.0 and the predictor \((y(n-1) + \delta_j)\) becomes fully active. As in the case of the RBF network, the output layer is a linear combiner with weights \( w_j \), \( 1 \leq j \leq K \).

The centres \( c^j \) and the scalers \( \delta_j \), \( 1 \leq j \leq K \), can be chosen during the training from the training data \( \{s^k(k)\}_{k=1}^{N} \). For each training input vector \( s^k(k) \), define

\[
d(k) = y(k) - y(k - 1).\tag{3.21}
\]

If \( s^k(k) \) is selected as the \( j \)-th centre \( c^j \), we set \( \delta_j = d(k) \) to ensure that the \( j^{th} \) hidden node is a perfect predictor of \( y(k) \). In this way, the problem of constructing a network is equivalent to the task of selecting a \( K \)-term subset model \( \{c^j, \delta_j\}_{j=1}^{K} \) from the full \( N \)-term model \( \{s^k(k), d(k)\}_{k=1}^{N} \). The OLS algorithm can readily be applied to perform this subset selection task.

The rationale behind the GRBF model becomes obvious when the network performs predictive operation. Each hidden node compares the network input vector \( s^k(n) \) to its centre \( c^j \). The Gaussian response of each hidden node indicates the degree of matching between \( s^k(n) \) and \( c^j \). The hidden nodes thus sense the gradient of the time series rather than the series itself, as would be in the case of the RBF model. The term \((y(n-1) + \delta_j)\) also has a clear geometric meaning. Referring to Fig. 3.10, if the \( j^{th} \) centre \( c^j \) matches the gradient \( s^k(n) \) of the series, \((y(n-1) + \delta_j)\) is likely to be a very good prediction of \( y(n) \).

![Figure 3.10](image)

**Figure 3.10:** Predictive function of \( j^{th} \) hidden node. If the centre \( c^j \) matches \( s^k(n), (y(n-1) + \delta_j) \) is a good approximation of \( y(n) \).

Fig. 3.11 illustrates the response behaviour of the RBF and GRBF nodes for a given task of sensing the peaks of a sinusoid signal with a time varying mean. To perform the required operation, the RBF and GRBF centres were set using a segment of the signal containing a peak. The results clearly show that the GRBF node was able to respond to each peaks while
Although the complexity of a GRBF hidden node is greater than that of a RBF hidden node, the GRBF has better generalisation properties, particularly in predicting homogeneous non-stationary time series. This often results in a smaller GRBF network. Therefore, the overall complexity of the GRBF network may not necessarily be greater than that of the RBF network in practical applications.

![Time series](image)

**Figure 3.11**: RBF and GRBF node’s response.

### 3.3.3 Higher-Order GRBF Networks

We can extend the idea of mapping the data’s gradient by the 1\textsuperscript{st}-order GRBF network to that of matching higher-order gradients in a higher order GRBF network. For instance, the input vector to the 2\textsuperscript{nd} order GRBF network at time \(n\) can be defined as

\[
s''(n) = s'(n) - s'(n - 1)
\]

\[
= [(y(n - 1) - y(n - 2)) - (y(n - 2) - y(n - 3)), \ldots,\]

\[
(y(n - m) - y(n - m - 1)) - (y(n - m - 1) - y(n - m - 2))]^T \in R^m. \quad (3.22)
\]

The response of the \(j^{th}\) hidden node of the 2\textsuperscript{nd} order GRBF network to \(s''(n)\) is calculated according to
\[
\phi_j''(s''(n)) = \exp(-a\|s''(n) - \epsilon''_j\|^2) \times ((y(n-1) - y(n-2)) + \delta'_j).
\] (3.23)

The \(m\)-dimensional centre vectors \(\epsilon''_j\) and the scalers \(\delta'_j\), \(1 \leq j \leq K\), can similarly be selected from the training data \(\{s''(k)\}_{k=1}^N\). For each training input vector \(s''(k)\), define

\[
d'(k) = d(k) - d(k-1) \\
= (y(k) - y(k-1)) - (y(k-1) - y(k-2)).
\] (3.24)

If \(s''(k)\) is selected as the \(j^{th}\) centre \(\epsilon''_j\), the value of \(\delta'_j\) is set to \(d'(k)\). The OLS algorithm is well suited to this subset selection problem.

The geometric properties of the 1\(^{st}\)-order GRBF network can similarly be extended to a higher-order GRBF network. If we view the 1\(^{st}\)-order GRBF network as using a matching of gradient to predict the next value of the time series, then the 2\(^{nd}\) order GRBF network predicts the next rate of change using a matching of the 2\(^{nd}\) order gradient. This interpretation can be generalised to higher-order GRBF networks.

### 3.3.4 Simulation Results

We present some simulation results of time series prediction using the RBF and GRBF predictors in this section. Initial full models were created by using all the available data in the training set as RBF and/or GRBF centres. Some linear terms were also included into the full models. Subset models were then selected from these large full models using the OLS scheme, and used to evaluate single-step and multi-step prediction performance.

The same two chaotic series, the Mackey-Glass (Fig. 3.12) and the Duffings (Fig. 3.13)\(^5\), as used in Sec. 2.4.1 were used to evaluate model predictive performance.

Data samples of point 100-600 were used as the training set \((N = 500)\) and samples 601 to 1100 were used as the validation set. The embedding vector's dimension was chosen to be \(m = 6\) and the width of Gaussian function was set to \(a = 1.0\). The following types of models were used:

- **L-model** Linear model of order 50.
- **L0-model** Combinations of the linear mode and the classical RBF model.
- **L01-model** Combinations of the linear model, the classical RBF and 1\(^{st}\)-order GRBF models.

\(^5\)The step size used to generate this Duffing's time series is step size = 0.4, the rest of the parameters used to generate the series is as given in Sec. 2.4.1
Combinations of the linear model, the classical RBF model, the 1st and 2nd order GRBF models.

Figure 3.12: Mackey-Glass time series

Figure 3.13: Duffing’s time series
For the Mackey-Glass time series, the results of single-step performance for the predictors in the training phase are shown in Fig. 3.14, where the vertical axis indicates the NMSE in dB. As expected, as the size of each selected subset model increases, the accuracy of the model continued to improve. However, the rate of improvement was not the same for each model. The predictors with GRBF expansion, i.e. L$_0$1 and L$_0$12-models, achieved better error reduction with a smaller model size. These two GRBF subset models also performed better on the validation set when compared to the linear and classical RBF models, as can be seen in Fig. 3.15. The multi-step prediction performance on the validation set for each of the models was tested using a model size of 25 (Fig. 3.16), and the results show that the two GRBF models had better multi-step predictive accuracy.

The same experiment was repeated for the Duffing’s time series with the three models, namely L-model, L$_0$-model and L$_0$1-model. The results of single-step prediction in training and testing phases (Fig. 3.17 and 3.18) and the multi-step predictions using a model size of 25 (Fig. 3.19) again show that the GRBF predictor possesses better generalisation property.

![Figure 3.14: Performance of predictors in training phase for stationary Mackey-Glass series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1$^{st}$ order GRBF model, d) Linear, RBF, 1$^{st}$ & 2$^{nd}$ order GRBF model.](image)

---

$^6$The results for the L$_0$12-models are very similar to L$_0$1-model. They are therefore not included in the report.
Figure 3.15: Performance of predictors in testing phase for stationary Mackey-Glass series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1\textsuperscript{st} order GRBF model, d) Linear, RBF, 1\textsuperscript{st} & 2\textsuperscript{nd} order GRBF model.

Figure 3.16: Multi-step performance of predictors with a model size of 25 for stationary Mackey-Glass series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1\textsuperscript{st} order GRBF model, d) Linear, RBF, 1\textsuperscript{st} & 2\textsuperscript{nd} order GRBF model.
**Figure 3.17:** Performance of predictors in training phase for stationary Duffing’s series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1\textsuperscript{st} order GRBF model.

**Figure 3.18:** Performance of predictors in testing phase for stationary Duffing’s series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1\textsuperscript{st} order GRBF model.
Figure 3.19: Multi-step performance of predictors with a model size of 25 for stationary Duffing’s series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model.

3.3.6 Simulation results for homogeneous nonstationary nonlinear time series predictions

To examine how the predictors behave for nonstationary series, we used a modified nonstationary Mackey-Glass time series. This new series, illustrated in Fig. 3.20, was formed by adding a sinusoid with amplitude 0.3 and a period of 3000 samples to the Mackey-Glass time series used in the previous example. As the training data were formed from samples 100 to 600 and the validation data consisted of samples 601-1100, the predictors were trained without being exposed to the change in the level and trend of the test data. The results for the single-step prediction in the validation phase (Fig. 3.21) and the multi-step predictive performance on the validation set using a model size of 35 (Fig. 3.22) suggest that the GRBF network can perform better than the classical RBF network in a homogeneous nonstationary environment.

3.4 Conclusions

The following three main results reported in this chapter are summarised below:

(i). Improving the forward selection algorithm

In this chapter, we demonstrated the sub-optimum nature of the forward selection algorithm for model selection. To improve the selection process, a backtracking OLS approach was introduced. Although the simulation results showed that the forward selection process could be improved, the results also indicated that the subset models found are
Figure 3.20: Modified nonstationary Mackey-Glass time series

Figure 3.21: Performance of predictors in testing phase for modified nonstationary Mackey-Glass series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model.
in general very good, and it is normally not necessary to employ more complex methods than forward selection method for practical applications.

(ii). Reducing the implementation complexity of the OLS algorithm
The computational requirement of the OLS algorithm was also examined and a method of reducing the processing requirement was presented. The reduction in processing was shown to be significant when the number of rows in the information matrix $X$ is significantly larger than the number of its columns. Two schemes of the reduced-complexity OLS method were proposed. The first scheme was based on a Gram-Schmidt pre-processing and would provide identical results to those obtained using the original input matrix and the desired output vector. The second scheme was based on a SVD pre-processing and it was shown that subset selection performance can always be traded for computational complexity.

(iii). Improving the RBF predictor for nonlinear time series prediction
This chapter also examined the RBF predictor for time series prediction. We showed that the predictive performance of the RBF network can degrade significantly when the predictor is applied to time series which possess homogenous nonstationary behaviour. To improve the predictor’s performance, the GRBF model was proposed. The hidden layer of this GRBF network was designed to respond to the gradient of the time series rather than the trajectory itself. This can usually improve predictive accuracy, particularly for homogeneous nonstationary time series as demonstrated in the simulation results. Although the discussion of the GRBF model was restricted to time series prediction, it can be applied to other signal processing applications.

Figure 3.22: Multi-step performance of predictors with a model size of 35 for modified non-stationary Mackey-Glass series: a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model.
Chapter 4

Digital communication channel equalisation using nonlinear techniques

In this chapter and the next, we will study the application of filters to channel equalisation problems. As stated in the beginning of the thesis, our study is restricted to the symbol-by-symbol detection type equaliser. The structure of such an equaliser consists of a decision function and a quantiser to partition the output of the decision function into the various classes of possible transmit symbol. The task of the equaliser is to classify the unknown received sequence with the minimum probability of misclassification. In this chapter, we will examine nonlinear techniques to realise the equaliser’s decision function, and in the next chapter, we will consider linear implementation techniques.

The main objective of this chapter is to examine the application of nonlinear techniques to realise the decision function of the equaliser. In particular, we will study the effects of delay order parameter on the performance of the equaliser and decision boundary. In addition, we will also examine the implementation of the symbol-decision equaliser using RBF techniques.

The following results are reported in this chapter:

(i). The effects of the delay order parameter on the BER performance of the symbol-decision equaliser.$^1$

(ii). An algorithm to reduce the RBF equaliser’s implementation complexity to model the Bayesian equaliser.$^1$

(iii). A transformation to convert the DFE structure into a feedforward structure.$^2$


The outline of this chapter is as follows: Sec. 4.1 introduces the channel equalisation problem. Sec. 4.2 derives the optimum symbol-decision nonlinear equaliser, the Bayesian equaliser. Sec. 4.3 considers the application of the RBF network to the realisation of the Bayesian equaliser, and discusses the effects of delay order parameter on the decision boundary. In addition, the section also examines the probability of misclassification and introduces a simple BER estimator to evaluate the equaliser’s performance. Sec. 4.4 studies the implementation complexity of the RBF equaliser and proposes a subset model selection method to reduce the complexity. Sec. 4.5 examines the Bayesian DFE and Sec. 4.6 concludes the chapter.

4.1 Channel equalisation

The generic structure of the digital communication channel model and symbol-decision equaliser we will be studying is depicted in Fig. 4.1. It is shown that the transmitted symbol $s(k)$ is passed through a linear dispersive channel and corrupted by additive white Gaussian noise (AWGN) before being received by the equaliser.

$$r(k) = \hat{r}(k) + n(k) = \sum_{i=0}^{n_a-1} s(k - i)a(i) + n(k),$$  (4.1)

Figure 4.1: Discrete time model of data transmission system

The transmitted signal $s(k)$ is chosen randomly from a binary source with the constellation $\{\pm 1\}$ and the channel is modelled by a FIR filter with the response function $a(0) + a(1)z^{-1} + \cdots + a(n_a - 1)z^{-(n_a-1)}$. The noise source is assumed to have a Gaussian distribution with mean zero and variance $\sigma_n^2$. The signal received by the equaliser at time $k$ is $r(k)$, i.e.,
where $r(k)$ is the noise-free part of the channel output, and $n(k)$ the additive Gaussian noise sample. The measure of the equaliser’s performance is the probability of misclassification with respect to the signal to noise ratio (SNR). The SNR is defined by

$$\text{SNR} = \frac{E[r^2(k)]}{E[n^2(k)]} = \frac{\sigma_r^2 \sum_{i=0}^{m-1} a(i)^2}{\sigma_n^2} = \frac{\sum_{i=0}^{m-1} a(i)^2}{\sigma_n^2}.$$ (4.2)

The equaliser uses a vector of received signal samples $r(k) = [r(k) \cdots r(k - m + 1)]^T \in \mathbb{R}^m$ to estimate the transmitted symbol $s(k - d)$ where the integers $m$ and $d$ are known as the equaliser’s feedforward order and delay order respectively. The estimated value of $s(k - d)$ is denoted by $\hat{s}(k - d)$. The equaliser consists of a filter to implement the decision function and a slicer to quantise the real output value of the decision function $f(r(k))$ into one of the possible transmitted symbols. In our case when the transmit alphabet is from the set $\{\pm 1\}$, the quantiser can be implemented using the $\text{sgn}(.)$ function, i.e.,

$$\text{sgn}(x) = \begin{cases} 
1 & \text{if } x \geq 0 \\
-1 & \text{if } x < 0 
\end{cases}.$$ (4.3)

The equaliser’s performance is therefore determined by the decision function. In the following sections, it will be shown that the optimum decision function, the Bayesian decision function [17,18], is nonlinear and to achieve this solution, the equaliser’s decision function must contain nonlinearity. This is one of the reasons why many researchers have examined nonlinear equaliser structures, e.g., the Volterra equalisers [34,35,97,98], multi-layer perceptron (MLP) equalisers [98-102] and RBF equalisers [17,18,73,103]. The RBF equaliser however has been shown to be able to realise the Bayesian solution given the channel and noise statistics [17,18,73]. We will therefore concentrate on the RBF implementation for the rest of the chapter.

### 4.2 The decision function of the Bayesian symbol-decision equaliser

The equalisation process can be viewed as a classification problem in which the equaliser’s task is to partition the input space $r(k) \in \mathbb{R}^m$ into two distinct regions [17,18,99] given that the transmitted symbol is binary. The boundary points which separate these two regions are referred to as the decision boundary. The partitioning which results in the minimum probability of misclassification is known as the Bayesian solution and the decision boundary which realises this solution is nonlinear [17,18,99]. To derive the Bayesian decision function, we first introduce the definition of channel states.
The input vector to the equaliser is $\mathbf{r}(k) = \mathbf{r}(k) + \mathbf{n}(k)$. The vector $\mathbf{r}(k)$ is known as the channel state and is the vector of noise-free received signals $\mathbf{r}(k) = [r(k) \cdots r(k-m+1)]^T \in \mathbb{R}^m$. The values of the channel state are determined by the values of the transmitted sequence vector

$$s(k) = [s(k) \cdots s(k-m-n_a+2)]^T \in \mathbb{R}^{m+n_a-1},$$

and are related to $s(k)$ by the following expression [99]

$$\mathbf{r}(k) = F[s(k)],$$

where the matrix $F \in \mathbb{R}^{m \times (m+n_a-1)}$ is

$$F = \begin{bmatrix}
a(0) & a(1) & \cdots & a(n_a-1) & 0 & \cdots & \cdots & \cdots & 0 \\
0 & a(0) & a(1) & \cdots & a(n_a-1) & 0 & \cdots & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & a(0) & a(1) & \cdots & a(n_a-1)
\end{bmatrix}.$$ (4.6)

Since $s(k)$ has $N_s = 2^{m+n_a-1}$ combinations [17,18], $\mathbf{r}(k)$ has $N_s$ states. Let the $N_s$ sequences of $s(k)$ be

$$s_j(k) = [s_j(k) s_j(k-1) \cdots s_j(k-m-n_a+2)]^T, \quad 1 \leq j \leq N_s.$$ (4.7)

The corresponding states of $\mathbf{r}(k)$, denoted as $c_j$, are given by

$$c_j = \mathbf{r}(k) = F[s_j(k)], \quad 1 \leq j \leq N_s.$$ (4.8)

The set of $N_s$ channel states $C_d = \{c_j\}, 1 \leq j \leq N_s$, can be partitioned into two subsets according to the values of the transmitted symbol $s(k-d)$, i.e.,

$$C_d = C_d^{(+)} \cup C_d^{(-)}$$ (4.9)

where

$$C_d^{(+)} = \{\mathbf{r}(k)|s(k-d) = +1\},$$ (4.10)

$$C_d^{(-)} = \{\mathbf{r}(k)|s(k-d) = -1\}.$$ (4.11)

Each set $C_d^{(+)}$ and $C_d^{(-)}$ contains $N_s/2$ channel states.
Because of additive noise, the observation vector \( \mathbf{r}(k) = \mathbf{r}(k) + \mathbf{n}(k) \) is a random process having conditional Gaussian density function centred at each channel state. Given that the channel state \( \mathbf{r}(k) = \mathbf{c}_j \), the conditional probability distribution of the observation vector is

\[
p(\mathbf{r}(k)|\mathbf{c}_j) = (2\pi\sigma^2)^{-m/2} \exp\left(-\frac{||\mathbf{r}(k) - \mathbf{c}_j||^2}{2\sigma^2}\right).
\]

Due to the additive noise, the received vector \( \mathbf{r}(k) \) may be perturbed sufficiently to cross the decision boundary, resulting in a misclassification. To minimise the probability of misclassification given that the received vector is \( \mathbf{r}(k) \) [17, 104, 105], the estimated symbol should be chosen by determining which transmitted signal \( s \in \{ \pm 1 \} \) has the maximum a posteriori probability \( P(s(k - d) = s|\mathbf{r}(k)) \). This leads to the following decision rule:

\[
\hat{s}(k - d) = sgn(f_b(\mathbf{r}(k))) = \begin{cases} 1, & f_b(\mathbf{r}(k)) \geq 0, \\ -1, & f_b(\mathbf{r}(k)) < 0, \end{cases}
\]

where \( f_b(\mathbf{r}(k)) \) compares the a posteriori probabilities of the binary transmitted symbols\(^3\), i.e.,

\[
f_b(\mathbf{r}(k)) = P(s(k - d) = +1|\mathbf{r}(k)) - P(s(k - d) = -1|\mathbf{r}(k)),
\]

where \( P(s(k - d) = +1|\mathbf{r}(k)) \) and \( P(s(k - d) = -1|\mathbf{r}(k)) \) are the a posteriori probabilities that the transmitted signal is +1 and -1 respectively given \( \mathbf{r}(k) \). The function \( f_b(\mathbf{r}(k)) \) is also known as the Bayesian decision function because the Bayes rule [104] is applied to express the a posteriori probability into the product of the a priori probability \( P(s(k - d) = s) \) and the state-conditional probability density function (pdf) \( p(\mathbf{r}(k)|s(k - d) = s) \) over the pdf of \( \mathbf{r}(k) \), i.e.,

\[
P(s(k - d) = s|\mathbf{r}(k)) = \frac{p(\mathbf{r}(k)|s(k - d) = s)P(s(k - d) = s)}{p(\mathbf{r}(k))}.
\]

The reason for expressing the a posteriori probabilities in terms of the a priori and state-conditional probabilities is that these a priori and state-conditional probabilities can be calculated given the channel and noise statistics. If the transmit symbol is i.i.d., the a priori probabilities \( P(s(k - d) = +1) \) and \( P(s(k - d) = -1) \) have the same value \( \frac{1}{2} \) and the state-conditional pdf \( p(\mathbf{r}|s(k - d) = +1) \) is the sum of the pdfs for each channel state \( \mathbf{c}_j \in C_d^{(+)} \).

\(^3\)The notation upper-case \( P(\cdot) \) denotes a probability mass function, and a lower-case \( p(\cdot) \) denotes a probability density function.
\[ p(r(k)|s(k - d) = +1) = \frac{1}{N_s} \sum_{c_j \in c_j^{(+)}(s)} p(r(k)|c_j) \]
\[ = \frac{1}{N_s} \sum_{c_j \in c_j^{(+)}(s)} (2\pi\sigma_r^2)^{-m/2} \exp\left(-\frac{||r(k) - c_j||^2}{2\sigma_r^2}\right), \quad (4.16) \]

where the constant \( \frac{1}{N_s} \) is the \textit{a priori} probability of \( c_j \). Similarly the conditional p.d.f \( p(r|s(k - d) = -1) \) is the sum of the p.dfs for each channel state \( c_j \in C_d^{(-)} \), i.e.,
\[ p(r(k)|s(k - d) = -1) = \frac{1}{N_s} \sum_{c_k \in c_k^{(-)}(s)} p(r(k)|c_k) \]
\[ = \frac{1}{N_s} \sum_{c_k \in c_k^{(-)}(s)} (2\pi\sigma_r^2)^{-m/2} \exp\left(-\frac{||r(k) - c_k||^2}{2\sigma_r^2}\right). \quad (4.17) \]

Substituting Eq. 4.15 into Eq. 4.14, the Bayesian decision function becomes
\[ f_b(r(k)) = \frac{p(r(k)|s(k - d) = +1)P(s(k - d) = +1)}{p(r(k))} - \frac{p(r(k)|s(k - d) = -1)P(s(k - d) = -1)}{p(r(k))}. \quad (4.18) \]

Since the \textit{a priori} probabilities are the same for the transmitted symbols, and the two denominator terms \( p(r(k)) \) in the right hand side of Eq. 4.18 are common, they do not affect the sign of the equation and may be removed. The equation simplifies to,
\[ f_b(r(k)) = p(r(k)|s(k - d) = +1) - p(r(k)|s(k - d) = -1) \]
\[ = \frac{1}{N_s} \sum_{c_j \in c_j^{(+)}(s)} p(r(k)|c_j) - \frac{1}{N_s} \sum_{c_k \in c_k^{(-)}(s)} p(r(k)|c_k) \]
\[ = \frac{1}{N_s} \sum_{c_j \in c_j^{(+)}(s)} (2\pi\sigma_r^2)^{-m/2} \exp\left(-\frac{||r(k) - c_j||^2}{2\sigma_r^2}\right) \]
\[ - \frac{1}{N_s} \sum_{c_k \in c_k^{(-)}(s)} (2\pi\sigma_r^2)^{-m/2} \exp\left(-\frac{||r(k) - c_k||^2}{2\sigma_r^2}\right). \quad (4.19) \]

Similarly, the coefficients \( \frac{1}{N_s} \) and \((2\pi\sigma_r^2)^{-m/2}\) do not affect the sign of the decision function and Eq. 4.19 can be further simplified to
\[ f_b(r(k)) = \sum_{c_j \in c_j^{(+)}(s)} \exp\left(-\frac{||r(k) - c_j||^2}{2\sigma_r^2}\right) - \sum_{c_k \in c_k^{(-)}(s)} \exp\left(-\frac{||r(k) - c_k||^2}{2\sigma_r^2}\right). \quad (4.20) \]

This concludes the derivation of the Bayesian equaliser’s decision function. It is observed from the above equation that the Bayesian decision function is nonlinear and is completely specified by the channel state locations and noise variance \( \sigma_r^2 \). Therefore, if the channel is known completely, the channel states (Eq. 4.8) and noise statistics (Eq. 4.2) can be calculated to generate the Bayesian decision function.
In the following section, the RBF network is briefly introduced to show that the RBF model structure is identical to that of the Bayesian decision function (Eq. 4.20).

4.2.3 Implementing the Bayesian decision function using the RBF model

The response of the RBF network is [7-9,17,36]

\[
fr(r) = \sum_{j=1}^{n} w_j \phi(||r - c_j||^2/\alpha)
\]  \hspace{1cm} (4.21)

where \( n \) denotes the number of computing units or hidden nodes, \( w_j \) are the weights, \( \phi(\cdot) \) are the nonlinearities of the hidden nodes, \( c_j \) are the centres of the hidden nodes, and \( \alpha \) is a positive constant known as the width.

It is obvious by comparing Eq. 4.21 to Eq. 4.20, that the structure of the RBF network realises exactly the Bayesian decision function when the weights, centres, \( \alpha \), and the nonlinearity \( \phi(\cdot) \) are set according to Eq. 4.20 [17,18]. The RBF network is therefore ideal to model the Bayesian equaliser.

To realise the Bayesian equaliser using the RBF network, the channel states \( c_j, 1 \leq j \leq N_s \), are first calculated from an estimate of the channel model. These channel states become the RBF centres, and the nonlinearity of \( \phi(\cdot) \) is chosen to be

\[
\phi(x) = \exp(-x).
\]  \hspace{1cm} (4.22)

In addition, the constant term \( \alpha \) of the nonlinearity is set to the value of \( 2\sigma_e^2 \), the weights \( w_j \) associated with the channel states belonging to \( C_a^{(+)} \) are set to +1, and the weights associated with the channel states belonging to \( C_a^{(-)} \) are set to -1.

The performance of the RBF model depends critically on the position of the estimated channel states and less critically on the estimated noise variance. It has been shown that given a good estimate of the channel state locations and noise statistics, the RBF model will result in BER performance very close to the Bayesian equaliser [17].
To illustrate the Bayesian decision function response, we examine the response behaviour of the Bayesian equaliser when applied to the channel

\[ H(z) = 0.5 + 1.0z^{-1} \]  

(4.23)

with delay order \( d = 0 \), feedforward order \( m = 2 \) at SNR = 15dB. Table 4.1 lists the set of channel states. Given delay \( d = 0 \), the set of channel states associated with transmit symbols \( s = +1 \) and \( s = -1 \) are \( C_d^{(+)} = \{ e_1, e_2, e_3, e_4 \} \) and \( C_d^{(-)} = \{ e_5, e_6, e_7, e_8 \} \) respectively.

<table>
<thead>
<tr>
<th>S/No</th>
<th>Transmitted sequence ( s )</th>
<th>Channel state ( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( s(k) ) ( s(k-1) ) ( s(k-2) )</td>
<td>( r(k) ) ( r(k-1) )</td>
</tr>
<tr>
<td>1</td>
<td>1 1 1</td>
<td>1.5 1.5</td>
</tr>
<tr>
<td>2</td>
<td>1 1 -1</td>
<td>1.5 -0.5</td>
</tr>
<tr>
<td>3</td>
<td>1 -1 1</td>
<td>-0.5 0.5</td>
</tr>
<tr>
<td>4</td>
<td>1 -1 -1</td>
<td>-0.5 -1.5</td>
</tr>
<tr>
<td>5</td>
<td>-1 1 1</td>
<td>0.5 1.5</td>
</tr>
<tr>
<td>6</td>
<td>-1 1 -1</td>
<td>0.5 -0.5</td>
</tr>
<tr>
<td>7</td>
<td>-1 -1 1</td>
<td>-1.5 0.5</td>
</tr>
<tr>
<td>8</td>
<td>-1 -1 -1</td>
<td>-1.5 -1.5</td>
</tr>
</tbody>
</table>

Table 4.1: Transmitted sequence and received channel states for channel \( H(z) = 0.5 + 1.0z^{-1} \)

Figs. 4.2a,b depict the conditional probability distribution \( p(r(k)|s(k-d) = +1) \) and \( p(r(k)|s(k-d) = -1) \) (Eqs. 4.16 and 4.17) respectively. Note that the pdf \( p(r(k)|s(k-d) = s) \) is a mixture of multi-variable Gaussian functions whose means correspond to the respective channel states in \( C_d^{(+)} \) and \( C_d^{(-)} \). Fig. 4.3a illustrates the mapping of the Bayesian decision function \( f_b(r(k)) \). The positive peaks in the graph are attributed to \( p(r(k)|s(k-d) = +1) \) and the negative peaks attributed to \( p(r(k)|s(k-d) = -1) \). The set of points \( \{ x_0 \} \) for \( f_b(x_0) = 0 \) forms the decision boundary.

This example clearly illustrates two characteristics of the Bayesian decision boundary; firstly, the decision boundary can be highly nonlinear and secondly, the set of \( C_d^{(+)} \) and \( C_d^{(-)} \) may not be linearly separable.
Figure 4.2: Conditional pdf of the received signal vector $r(k)$: (a) $z = p(r(k)|s(k - d) = +1)$, (b) $z = p(r(k)|s(k - d) = -1)$ at SNR=15dB.

Figure 4.3: (a) Bayesian decision function $z = f_d(r(k))$, (b) Contours of the decision function mapping and the Bayesian decision boundary at SNR=15dB.
4.2.5 Effects of error variance and delay order on decision boundaries

The Bayesian decision boundary is affected by the locations of the channel states, delay order parameter and the noise statistics [17,18]. In the case when the noise is i.i.d Gaussian, the effects of noise variance on the decision boundary is not significant [17,18]. To illustrate this, Fig. 4.4 plots the decision boundaries of the Bayesian equaliser for different SNR. The results show that the shape of the decision boundaries do not vary significantly for wide ranges of SNR and in the cases at high SNR, e.g. for the case when the SNR equals to or greater than 20dB, the decision boundary becomes a set of linear-partitions joined at each end. Such decision boundaries are also called the asymptotic decision boundaries as these boundaries are realised when SNR tends to $\infty$.

![Decision Boundaries](image)

Figure 4.4: Bayesian decision boundaries for channel $H(z) = 0.5 + 1.0z^{-1}$ with delay $d = 0$ at SNR = 8dB, 12dB and 20dB

The channel state locations and SNR operating conditions do not uniquely define the decision boundary. Given a set of channel states and a fixed SNR value, the decision boundary can also be changed by using different delay orders. As an example, we illustrate the Bayesian decision boundaries for the channel $H(z)$ (Eq. 4.23) using delay order $d = 0, 1$ and 2, feedforward order $m = 2$, and SNR = 30dB. The set of channel states for this problem is listed in Table 4.1 and the corresponding Bayesian decision boundaries for the various delay orders are illustrated in Fig. 4.5.
Note that the channel state positions remain unchanged for different delay orders. It is the changes in the delay order parameter value that modify the shape of the decision boundaries. It is observed that all three decision boundaries are nonlinear, and in the case of using delay order $d = 0$, the set of channel states $C_d^{(+)}$ and $C_d^{(-)}$ become not linearly separable and hence cannot be partitioned correctly using linear boundaries. In the cases of using delay order $d = 1$ and 2, the figure shows that the decision boundaries are less nonlinear and that it is possible to employ linear boundaries to partition the channel states into the two classes correctly. In addition, our studies (Sec. 4.3.2) reveal that the probability of misclassifications performance of the equaliser is significantly affected by the delay order parameter. In general, delay orders resulting in the channel states $C_d^{(+)}$ and $C_d^{(-)}$ being linearly separable have better classification performance than those that result in these two sets of channel states being non-linearly separable.

![Bayesian decision boundaries for channel $H(z) = 0.5 + 1.0z^{-1}$ with delay $d = 0, 1$ and 2 at SNR = 30dB.](image)

Figure 4.5: Bayesian decision boundaries for channel $H(z) = 0.5 + 1.0z^{-1}$ with delay $d = 0, 1$ and 2 at SNR = 30dB.

### 4.3 Probability of misclassification

This section presents the analysis of probability of misclassification by the Bayesian equaliser.

Due to noise, the received sequence $r = r(k)$ may be perturbed into regions defined for a different classification, e.g., given $c_j \in C_d^{(+)}$, the misclassification region for the Bayesian equaliser is $Z_{b}^{(-)}$, and given $c_j \in C_d^{(-)}$, the misclassification region is $Z_{b}^{(+)}$. The regions $Z_{b}^{(+)}$ and $Z_{b}^{(-)}$ are
defined by the following equations,

\[ Z_b^{(+)} = \{ \mathbf{r} \mid f_b(\mathbf{r}) \geq 0 \}, \]  
\[ Z_b^{(-)} = \{ \mathbf{r} \mid f_b(\mathbf{r}) < 0 \}. \]  

To evaluate the probability of misclassification, we first evaluate the probability of misclassification conditioned on the received sequence for each channel state, i.e.,

\[ P_b(c_j) = \int_{\mathbf{r} \in Z_b^{(-)}} p(\mathbf{r}|c_j) d\mathbf{r}, \quad \text{for } c_j \in C_d^{(+)}, \]  
\[ P_b(c_k) = \int_{\mathbf{r} \in Z_b^{(+)}} p(\mathbf{r}|c_k) d\mathbf{r}, \quad \text{for } c_k \in C_d^{(-)}. \]  

The above equations state that the probability of misclassification of a channel state is equal to the integral of the pdf $p(\mathbf{r}|c)$ over the misclassification region.

The total probability of misclassification $P_b$ by the Bayesian equaliser is therefore the mean of the probability of misclassification for all channel states, i.e.,

\[ P_b = \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_b^{(-)}} p(\mathbf{r}|c_j) d\mathbf{r} + \sum_{c_k \in C_d^{(-)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_b^{(+)}} p(\mathbf{r}|c_k) d\mathbf{r} \]  

where the constant $1/N_s$ is the a priori probability of channel state being $c_j$ or $c_k$. Because the channel states constellation is symmetric, the probability of misclassification can be reduced to,

\[ P_b = 2 \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_b^{(-)}} p(\mathbf{r}|c_j) d\mathbf{r}. \]  

### 4.3.1 Estimating the probability of misclassification

The evaluation of probability of misclassification using Eq. 4.29 involves evaluating $m$-dimensional integrals over the error region $Z_b^{(-)}$. As a closed-form solution for the expression does not exist, one must resort to numerical methods. This option, however, is un-attractive for large $m$. If our requirement of finding classification performance is only one of comparing relative performance for equalisers using different delay orders, a simple approximation may be used to estimate this measure.

The probability of misclassifications $P_b$ (Eq. 4.29) can be re-written as

\[ P_b = \frac{2}{N_s} \sum_{c_j \in C_d^{(+)}} P_b(c_j). \]
The problem therefore is to calculate $P_{bc}(c_j)$. To simplify, if the channel state $c_j$ is wrongly classified, we assigned $P_{bc}(c_j) = 1.0$. For the case when the channel state is correctly classified, it can be shown that when $\text{SNR} \rightarrow \infty$, $P_{bc}(c_j)$ is reduced to the minimum distance bound [106] i.e.,

$$P_{bc}(c_j) = Q(\frac{|c_j|}{\sigma_x}) = \int_{|c_j|}^{\infty} (2\pi \sigma_x^2)^{-1/2} \exp\left(-\frac{x^2}{2\sigma_x^2}\right) dx$$

where $|c_j|$ is the absolute minimum Euclidean distance of $c_j$ to the decision boundary. To reiterate, $P_{bc}(c_j)$ is the probability of misclassification conditional on channel state being $c_j$ and can be evaluated approximately using the following equations,

$$P_{bc}(c_j) = \begin{cases} 
1, & \text{if } c_j \text{ is wrongly classified}, \\
Q(\frac{|c_j|}{\sigma_x}), & \text{if } c_j \text{ is correctly classified}.
\end{cases} \quad (4.32)$$

Therefore to evaluate $P_{bc}(c_j)$, we only need to find the minimum distances of the channel states to the decision boundary. This can be performed using the following algorithm.

**Algorithm 4.1 : Evaluating the minimum distance $\zeta_j$**

For $c_j \in C_d^{(+)}$

$$c_{k(\text{nearest})} = \min_{c_k} \{||c_j - c_k||\}, \; c_k \in C_d^{(-)}$$

We assume that the closest decision boundary point to $c_j$ lies between $c_j$ and $c_{k(\text{nearest})}$. To find the location of the boundary point, evenly spaced points along the vector from $c_j$ to $c_{k(\text{nearest})}$ are evaluated for the occurrence of a sign change in the decision function $f_b(\cdot)$. A sign change indicates the change in the classification region. We denote the boundary point thus found using $r^*_b$, therefore,

$$\zeta_{j(\text{appr})} = ||c_j - r^*_b||$$

next $c_j$

The algorithm is based on the assumption that the closest boundary point to a channel state $c_j \in C_d^{(+)}$ is between $c_j$ and the nearest channel state $c_k \in C_d^{(-)}$. This is however only true for $c_j \in U$ and in high SNR cases. The set $U$ is defined as the set of centres nearest to the boundary points, i.e.

$$\{U\} = \min_{c_j} \{||r_0 - c_j||\}, \quad 1 \leq j \leq N_s, \quad (4.33)$$

where $r_0$ is the set of all boundary points. In the cases when $c_j \notin U$, the algorithm will produce an over-estimate of the minimum distance $\zeta_{j(\text{appr})}$. The following paragraph illustrates with a geometric example how an over-estimate of $\zeta$ may occur.
As an example, we examine the approximation of $\zeta$ for the channel $H(z) = 0.5 + 1.0z^{-1}$ using delay order $d = 1$ and $m = 2$; the channel state locations and decision boundary are illustrated in Fig. 4.5. In this case, the set of centres nearest to the decision boundary are $U = \{c_3, c_4, c_5, c_6\}$, and the set of centres not in $U$, i.e. $\overline{U} = \{c_1, c_2, c_7, c_8\}$. Fig. 4.6 illustrates why the algorithm will produce an over-estimate of $\zeta_1$ as $c_1$ is not a member of $U$. The nearest channel state to $c_1$ from the set $\overline{U}$ is $c_3$. The boundary point $r_0^*$ between $c_1$ and $c_3$ is found by examining intervals along the vector $c_1$ to $c_3$. As the evaluated points along the intervals are not normal to the decision boundary, the estimated $\zeta_1(\text{appr})$ would therefore be greater than the actual $\zeta_1(\text{act})$.

In the case of estimating $\zeta$ for centres belonging to $U$, e.g. $\zeta_6$, the boundary point is found by inspecting intervals along the normal to the boundary\(^4\). Therefore, the estimated $\zeta_6(\text{appr}) = \zeta_6(\text{act})$.

![Figure 4.6: Minimum distance of channel states $c_i$ to decision boundary.](image)

The over-estimation of $\zeta$ however does not seriously affect the evaluated probability of misclassification. To show why this is so, let us examine the expression of $P_b$ (Eq. 4.30) when it is decomposed into two parts,

\(^4\)It will be shown in Sec. 4.4.1 that the sets of centres belonging to $U$ defines the decision boundary and that the decision boundary is formed by hyperplanes partitioning at the normal of closest pairs of centres of different classes at high SNR.
\[ P_b = \frac{1}{N_s} \left( \sum_{c_j \in U} P_{bc}(c_j) + \sum_{c_k \notin U} P_{bc}(c_k) \right), \quad (4.34) \]

where one part of the above expression accounts for the probability of misclassification for the set of channel states belonging to \( U \) and the other part of the expression accounts for the probability of misclassification for the set of channel states not belonging to \( U \). As a direct result of Eq. 4.33, the distances to the decision boundary for channel states \( c_k \) not belonging to \( U \) are greater than those from the channel states \( c_j \) belonging to \( U \). As the probability of misclassification for each channel state is a function of these distances \( \zeta \) (Eq. 4.31), it is obvious that the channel states which are further away from the boundary have a significantly smaller misclassification probability than those that are nearer to the boundary at high SNR. Hence, at sufficiently high SNR, the over-estimate of minimum distances for \( c_k \notin U \) will not seriously affect the estimate of \( P_b \). These is confirmed by simulation results in the following section.

### 4.3.2 BER estimate: Some simulation results

The measure of an equaliser’s performance in communication literature is usually expressed in terms of the bit error rate (BER) and is evaluated using the following equation,

\[ \text{BER} = \log_{10} P_b. \quad (4.35) \]

Simulations were conducted to compare the BER results calculated using Eqs. 4.30 and 4.31 with those obtained by Monte Carlo (MC) simulations for the following channels,

\[
\begin{align*}
H_1(z) &= 0.8745 + 0.4372z^{-1} - 0.2098z^{-2}, \\
H_2(z) &= 0.2620 - 0.6647z^{-1} - 0.6995z^{-2}.
\end{align*}
\quad (4.36) (4.37)
\]

These two channels exhibit the same magnitude but different phase response. For the experiment, the equaliser’s feedforward order \( m \) was chosen to be 4 with the transmit symbol alphabet \( \{\pm 1\} \). Fig. 4.7 compares the BER estimates of Eqs. 4.30 and 4.31 with those of MC simulations for the two channels using different delay orders. The results show that the proposed BER estimates are very close to the MC simulations, and that the application of different delay order parameter values will result in very different lower limits of BER performance for a given SNR condition. To illustrate this strong dependence of the equaliser’s performance with respect to the delay order, the performance of the equaliser using the delay parameter as the horizontal axis is illustrated in Figs. 4.8 for the SNR condition of 12dB, 14dB and 16dB. The results show that given the same operating SNR conditions, the difference in BER performance can be very significant. For example, the BER performance of the Bayesian equalisers on channel \( H_1(z) \) (Fig. 4.8a) using delay order \( d = 3 \) is -4.1 and the BER performance using \( d = 5 \) is just -0.97.
Figure 4.7: Estimated and MC simulations of BER vs SNR for (a) channel $H_1(z)$, (b) channel $H_2(z)$.

Figure 4.8: Estimated and MC simulations of BER vs delay order at SNR 12dB, 14dB and 16dB for (a) channel $H_1(z)$, (b) channel $H_2(z)$.

4.4 RBF equaliser implementation complexity

This section discusses the implementation complexity of the RBF equaliser. In Sec. 4.2.3, it was shown that the RBF network can realise the Bayesian equaliser. The computational requirement of implementing the full Bayesian solution using the RBF equaliser is however considerable. This is because the implementation complexity of the RBF equaliser grows proportionally to the number of channel states $N_s$, and $N_s$ grows exponentially with the number of feedforward terms $m$ and channel length $n_a - 1$, i.e. $N_s = 2^{m+n_a-1}$. The following list the numbers of
exp(.) function evaluations, additions and multiplications required to make a decision [18]:

\[
\begin{align*}
\text{Number of } \exp(.) & = N_s \\
\text{Number of additions} & = (N_s \times m) + N_s \\
\text{Number of multiplications} & = N_s \times m
\end{align*}
\]

(4.38)

In the case when \( m \) or \( n_a \) is large, the full implementation using all the \( N_s \) channel states as centres may be impractical. One method of reducing the implementation complexity is to reduce the number of channel states required to implement the decision function using decision feedback [18]. This method will be discussed in detail in Section 4.5. The other more direct method of reducing the number of channel states is to perform selection from the \( N_s \) channel states and to pick a subset of these states to approximate the optimum decision boundary [19]. The implementation complexity is reduced by not including those channel states which do not contribute to the 'position' of the decision boundary. The following section presents an algorithm to perform channel state selection to generate the subset RBF equaliser.

### 4.4.1 Selecting subset RBF model

This section examines subset model selection algorithms to reduce the implementation complexity of the RBF equaliser. The objective is to find a smaller-sized, in terms of number of centres, RBF model to realise or to approximate the same Bayesian decision function as the full model.

Before examining the subset model selection algorithm, we have to first understand how centre (i.e., channel state) locations affect decision boundaries. To do so, we analyse the Bayesian decision function \( f_b(.) \) (Eq. 4.20) for \( \sigma_z \to 0 \). Although the boundary thus determined is only exact in infinite SNR, experimental results [107] and our example in Sec. 4.2.5 have shown that the true decision boundary closely approximates the asymptotic decision boundary in high SNR condition. Following the work performed in [107], we state the proposition which establishes the asymptotic decision boundaries.

**Proposition 4.1**: The following conditions are sufficient for a point \( \mathbf{r}_0 \) to lie on the asymptotic decision boundary.

(i). \( \| \mathbf{r}_0 - \mathbf{c}^+ \|^2 < \| \mathbf{r}_0 - \mathbf{c}_j \|^2 \), where \( \mathbf{c}^+ \in C_{d}^{(+)} \), and \( \mathbf{c}_j = \{ \mathbf{c}_i \in C_{d}^{(+)} \cap \mathbf{c}_i \notin \mathbf{c}^+ \} \).

(ii). \( \| \mathbf{r}_0 - \mathbf{c}^- \|^2 < \| \mathbf{r}_0 - \mathbf{c}_k \|^2 \), where \( \mathbf{c}^- \in C_{d}^{(-)} \), and \( \mathbf{c}_k = \{ \mathbf{c}_i \in C_{d}^{(-)} \cap \mathbf{c}_i \notin \mathbf{c}^- \} \).

(iii). \( \| \mathbf{r}_0 - \mathbf{c}^+ \|^2 = \| \mathbf{r}_0 - \mathbf{c}^- \|^2 \),

where the channel states \( \mathbf{c}^+ \in C_{d}^{(+)} \) and \( \mathbf{c}^- \in C_{d}^{(-)} \) are a pair of channel states closest in
To prove the above proposition, let us consider the Bayesian decision function \( f_b(\cdot) \) (Eq. 4.20) for the input vector \( r = r_0 \). This implies \( f_b(r_0) = 0 \) and Eq. 4.20 becomes

\[
\sum_{c_j \in C_d^+} \exp (-||r_0 - c_j||^2/(2\sigma_e^2)) - \sum_{c_k \in C_d^-} \exp (-||r_0 - c_k||^2/(2\sigma_e^2)) = 0,
\]

and therefore,

\[
\sum_{c_j \in C_d^+} \exp (-||r_0 - c_j||^2/(2\sigma_e^2)) = \sum_{c_k \in C_d^-} \exp (-||r_0 - c_k||^2/(2\sigma_e^2)).
\]

Dividing both sides of the Eq. 4.40 by the summand corresponding to \( c^+ \), i.e. \( \exp (-||r_0 - c^+||^2/(2\sigma_e^2)) \), and assuming that condition (3) of the proposition is true, we have

\[
1 + \sum_{\{c_j \in C_d^+ \mid |c_j \notin c^+\}} \exp (-||r_0 - c_j||^2/(2\sigma_e^2)) = 1 + \sum_{\{c_k \in C_d^- \mid |c_k \notin c^-\}} \exp (-||r_0 - c_k||^2/(2\sigma_e^2)).
\]

As \( \sigma_e^2 \) tends to 0, the summation term on the left hand side of Eq. 4.41 will vanish if condition (i) of the proposition is satisfied, to show that the dominating energy from the channel states in \( C_d^+ \) is from \( c^+ \). Similarly, the summation term on the right hand side of Eq. 4.41 will vanish, if conditions (ii and iii) of the proposition are satisfied, to show that the dominating energy is contributed by \( c^- \). It is therefore obvious that the decision boundary in the regions between \( \{c^+, c^-\} \) is formed by a hyperplane bisecting the space between the two channel states. For example, Fig. 4.9 shows that the decision boundary partitioning the pair of channel states \( \{c_s, c_t\} \), which belongs to \( U \), is a line passing perpendicularly between the space of the two channel states at the mid-point.

Following the above argument, it is obvious that the asymptotic decision boundary is defined by the set of all channel states nearest to the decision boundary [107]. We denote the set of channel states that satisfy this condition as \( U^+ \) and \( U^- \), i.e.,

\[
\{U^+\} = \min_{c_j \in C_d^+} \{||r_0 - c_j||^2\}, \quad c_j \in C_d^+,
\]

\[
\{U^-\} = \min_{c_k \in C_d^-} \{||r_0 - c_k||^2\}, \quad c_k \in C_d^-,
\]

and the union of \( U^+ \) and \( U^- \) as \( U \). The channel states that are members of the set \( U \) must satisfy the following two conditions,

(i). The mid point \( r_{j,k}^* \) between the two states \( c_j \in C_d^+ \) and \( c_k \in C_d^- \) would be a boundary point. To test if \( r_{j,k}^* \) is a boundary point, the Bayesian decision function at that point is
Figure 4.9: Channel $H(z) = 0.5 + 1.0z^{-1}$ using $d = 1$ and $m = 2$. The mid point $r^*_j$ between channel states of different transmit class.

 evaluated, i.e. $f_b(r^*_j, k) \uparrow$, to test if the value is 0.

(ii). In addition, the channel states $c_j$ and $c_k$ must be the closest in the Euclidean norm sense to the mid point $r^*_j$.

Fig. 4.9 illustrates three different types of mid points, namely $r^*_5, r^*_7,$ and $r^*_7$. It is shown that the mid point for the pair of channel states $\{c_5, c_5\}$ satisfies the above two conditions and these two channel states are therefore members of the set $U$. In the case of the mid point for the pair of channel states $\{c_3, c_7\}$, although condition (i) is satisfied, i.e. the mid point $r^*_7$ falls into the boundary, condition (ii) is not satisfied as $\{c_6, c_3\}$ are nearer to $r^*_7$. Therefore these two channel states are not accepted as members of the set $U$. And for the case of the mid point for the pair of channel states $\{c_5, c_7\}$, the mid point $r^*_5$ does not fall into the decision boundary and these two channel states therefore do not qualify as members of $U$.

\[5\text{In practical cases, we evaluate } f_b(r^*_j, k + q) \text{ and } f_b(r^*_j, k - q) \text{ to see if there is a sign change in the evaluated values. The vector } q \text{ is a scaled vector having a very small Euclidean norm with a direction along the two channel states.}\]
The following algorithm summarises the steps to find $U$.

**Algorithm 4.2** : Finding $\{U\}$

For $c_j \in C^+_{d^+}$

For $c_k \in C^-_{d^-}$

\[
\{ \mathbf{r}^*_{j,k} = c_j + \left( \frac{c_k - c_i}{2} \right) \}
\]

if \[
\begin{cases}
\quad f_b(\mathbf{r}^*_{j,k}) \equiv 0 \text{ and } \\
\quad c_j \equiv \min_{c_i \in C^+(\mathbf{r}^*_{j,k})} \{||\mathbf{r}^*_{j,k} - c_i||\}
\end{cases}
\]

\[
\begin{align*}
\mathbf{c}_j & \rightarrow \{U^+\}, \mathbf{c}_k \rightarrow \{U^-\} \\
\text{next } \mathbf{c}_k, \\
\text{next } \mathbf{c}_j.
\end{align*}
\]  

(4.44)

Algorithm 4.2 was tested to find the the set $U$ to form the subset RBF equalisers with feedforward order $m = 2$ for channel $^6 H(z) = 0.5 + 1.0 z^{-1}$. When delay order $d = 0$ was used, all the centres $\{c_1, \ldots, c_8\}$ were picked to form the subset model (Fig. 4.5). This is because all the centres were required to define the decision boundary. For the case of using delay order $d = 1$, the algorithm picked the subset centres $\{c_3, c_4, c_5, c_6\}$ to form the subset model. Fig. 4.10a compares the subset equaliser’s decision boundary to the Bayesian solution. The results show that the approximated boundary is very similar to the actual optimum decision boundary, and the regions of the decision boundary which are different are very ‘far’ away from the channel state locations. This implies that the classification performance of the subset equaliser will be very similar to the full Bayesian solution.

Although the above example shows that Algorithm 4.2 can pick a good solution for the subset equaliser, the algorithm is not optimum in the sense that redundant channel states may also be included in the selection. To illustrate this, consider the selected subset model when delay order 2 is used. By visual inspection of Fig. 4.5 and Fig. 4.10b, it is clear that the subset model with channel states $\{c_3, c_4, c_5, c_6\}$ is sufficient to approximate the Bayesian boundary. Algorithm 4.2, however, picked all the centres to form the subset model. The reason for including $\{c_1, c_2\}$ and $\{c_7, c_8\}$ is that these two pairs of channel states also satisfy Eq. 4.44 and thus were accepted into the set of selected centres. They are, however, unnecessary because the decision boundary formed using centres $\{c_3, c_4\}$ and $\{c_5, c_6\}$ defines the same decision boundary.

To minimise the inclusion of redundant centres, an additional condition is introduced in Algorithm 4.2 to verify whether the new channel states under consideration would affect the decision boundary realised by the currently selected subset RBF equaliser. The function $f_b(\cdot)$

---

$^6$The list of channel states for this problem can be found in Sec. 4.2.4
denotes the selected subset equaliser's decision function and is formed by applying the current selected channel states in $U$. If the decision boundary changes with the inclusion of the new centres, they will be accepted, otherwise they will be ignored. The algorithm for the improved version is as follows:

**Algorithm 4.3 : Finding $\{U\}$**

\[
\begin{align*}
\mathbf{r}_{j,k}^* &= \mathbf{c}_j + \left( \frac{\mathbf{c}_k - \mathbf{c}_j}{2} \right) \\
\text{if} & \quad f_s(\mathbf{r}_{j,k}^*) \equiv 0 \\
\quad & \quad \mathbf{c}_j = \arg \min_{\mathbf{c}_i \in C_{\mathbf{r}_{j,k}^*}} \{ \| \mathbf{r}_{j,k}^* - \mathbf{c}_i \|^2 \} \\
\quad & \quad f_s(\mathbf{r}_{j,k}^*) \neq 0 \\
\quad & \quad \mathbf{c}_j \rightarrow \{U^+\}, \mathbf{c}_k \rightarrow \{U^-\} \\
\quad & \quad f_s = \text{subset RBF model formed using current } U^+, U^- \text{ as centres.}
\end{align*}
\]

Although algorithm 4.3 can reduce the number of redundant states in the selection process, not all the redundant states are removed. This can be observed when the algorithm is applied to select $U$ for the previous problem (Fig. 4.5) using $d = 2$. The selection process examined the channel states in $C_{\mathbf{r}_{j,k}^*}$ in ascending order, i.e. from $\mathbf{c}_1, \mathbf{c}_3, \mathbf{c}_5$ to $\mathbf{c}_7$. When the channel state $\mathbf{c}_1$ was considered in the selection process, the algorithm accepted the pair of channel states $\{\mathbf{c}_1, \mathbf{c}_2\}$ into the set $U$ since the selection criteria Eq. 4.45 were satisfied. The selection process
continued with the second channel state belonging to $C_2^{(+)}$, i.e. $c_3$. These two pairs of channel states, i.e. \{c_3, c_4\} and \{c_3, c_6\} were accepted as the selection criteria were also met. In this case, the two pairs of channel states were included because $c_3$ had two hyperplane decision boundaries surrounding it. For the case of channel state $c_5$, the pair of channel states \{c_5, c_6\} was rejected as the current selected set $U$ already contained \{c_1, c_2\} which defined the same boundary. Similarly, for $c_7$, the algorithm also rejected the pair \{c_7, c_8\} as redundant since the selected set $U$ already contained \{c_3, c_4\} which defined the same boundary. Therefore, the selected subset $U$ for this example is $U = \{c_1, c_2, c_3, c_4, c_6\}$. In this case, the selection algorithm did not find the optimum solution as the same decision boundary could have been generated by using a smaller set of channel states, namely \{c_3, c_4, c_5, c_6\}.

### 4.4.2 Subset model selection: some simulation results

Simulations were conducted using Algorithm 4.3 to select subset RBF equalisers from the full model applied to channels $H_1(z)$ and $H_2(z)$ (Eqs. 4.36 and 4.37). The feedforward order used was $m = 4$, resulting in a full model with 64 centres. Using the SNR condition of 16dB, simulations were conducted to evaluate the performance of the subset RBF, full RBF and the linear MMSE\(^7\) equalisers operating on the two channels. The results are listed in Table 4.2 and 4.3; the first column of each table indicates the delay order parameter, the second column shows the size of the subset model used while the third, fourth and fifth columns list the BER performance of the respective equalisers and the last column indicates whether the two subsets channel states $C_2^{(+)}$ and $C_2^{(-)}$ are linearly or not linearly separable.

Our results indicate that the full RBF model's BER performance for the cases when the equalisation problem is linearly separable is normally better than the cases when the problem is not linearly separable. This is not surprising since decision boundaries which are not linearly separable tend to be much more complicated and have more channel states with different decision outputs near to each other. The results also indicate that a smaller-sized RBF subset equaliser with classification performance very similar to the full solution can usually be found for the case when the equalisation problem is linearly separable.

\(^7\)The linear MMSE equaliser is discussed in Chapter 5. It is the linear equaliser with weights found by minimising the MSE.
Table 4.2: Channel $H1(z)$: Performance of full-model (64 centres), subset RBF model and linear MMSE equaliser at SNR = 16dB.

Table 4.3: Channel $H2(z)$: Performance of full-model (64 centres), subset RBF model and linear MMSE equaliser at SNR = 16dB.

4.5 Bayesian Decision Feedback Equaliser

This section deals with the Bayesian decision feedback equaliser (DFE) [17, 18]. The Bayesian DFE is very similar to the Bayesian equaliser without feedback as described in the previous section. The difference lies in the additional application of past detected symbols to the decision function. The reasons for introducing decision feedback are to reduce implementation complexity and to improve classification performance. There is however one disadvantage when applying decision feedback, namely, it can introduce error propagation [3, 71]. Error propagation occurs when the equaliser makes wrong decisions and passes these wrong decisions to the feedback vector. Because of the wrong information being introduced to the equaliser, more error decisions may occur as a direct result. This event is known as error propagation or error burst [108–111]. Error propagation, however, is not catastrophic and the equaliser normally recovers with only a small performance loss. In almost all cases, the equaliser’s performance is
In the following sections, the operations of the DFE is discussed, and the formulation of the Bayesian DFE is examined. In addition, a method of transforming the DFE problem into a feedforward structure is considered.

### 4.5.1 Structure of the Bayesian DFE

The generic structure of a DFE is illustrated in Fig. 4.11. There are two input vectors to the equaliser. The first input vector is the observation vector \( r(k) \), i.e.,

\[
r(k) = [r(k) \cdots r(k - m + 1)]^T \in \mathbb{R}^m,
\]

and this vector is the same as the input vector to the Bayesian equaliser without feedback discussed in the previous sections. The second input vector to the DFE is a vector of past detected symbols, i.e.,

\[
\hat{s}_b(k) = [\hat{s}(k - d - 1) \cdots \hat{s}(k - d - n)]^T \in \mathbb{R}^n.
\]

The function of the Bayesian DFE is to use these two vectors to estimate the transmitted symbol \( s(k - d) \), where the variables \( d, m \) and \( n \) are the decision delay order, feedforward order and feedback order parameters respectively. The feedforward order parameter is usually set to \([17,18]\).
\[ m = d + 1, \quad (4.48) \]

and the feedback order set to \([17, 71, 112]\)

\[ n = n_a - 1. \quad (4.49) \]

The remaining parameter \( d \) is usually set to

\[ d = n_a - 1. \quad (4.50) \]

Note that the use of feedforward parameter \( m = d + 1 \) is optimum and the use of larger feedforward order \( m > d + 1 \) will not improve the performance of the equaliser [18].

### 4.5.2 Formulating the Bayesian DFE decision function

As in the feedforward Bayesian equaliser’s case, the Bayesian DFE’s decision function is to model the \textit{a posteriori} probabilities \( P(s(k - d) = s|\mathbf{r}(k)) \) in terms of the conditional probabilities \( p(\mathbf{r}(k)|s(k - d) = s) \) (Eq. 4.15) where \( s \in \{\pm 1\} \). In the Bayesian equaliser’s case without feedback, all the \( N_s \) channel states in \( C_d = C_a^{(+) \cup C_a^{(-)} \) are used to implement the decision function \( f_a(\mathbf{r}(k)) \) (Sec. 4.2). If the knowledge of past detected symbols is applied, only a subset of the channel states from \( C_d \) is required to implement the conditional Bayesian decision function \( f_a(\mathbf{r}(k), \hat{s}_b(k)) \).

As discussed in Sec. 4.2.1, the set of channel states in \( C_d \) can be evaluated using

\[ C_d = \{\hat{r}(k)\} = \{F[s_j(k)]\}, \quad 1 \leq j \leq N_s. \quad (4.51) \]

For the DFE’s case, the transmit sequence \( s(k) \) can be decomposed into two vectors

\[ s(k) = [s_a^T(k), s_b^T(k)]^T, \quad (4.52) \]

where

\[ s_a(k) = [s_a(k) \cdots s_a(k - d)]^T \in R^{d+1}, \quad (4.53) \]

\[ s_b(k) = [s_b(k - d - 1) \cdots s_b(k - d - n)]^T \in R^{r}. \quad (4.54) \]
There are \( N_a = 2^{d+1} = 2^m \) combinations of \( s_a(k) \) and \( N_b = 2^n \) combinations of \( s_b(k) \), i.e.

\[
\begin{align*}
\mathbf{s}_{a,j} & = [s_{a,j}(k) \cdots s_{a,j}(k-d)]^T \in \mathbb{R}^{d+1}, \quad 1 \leq j \leq N_a = 2^{d+1}, \\
\mathbf{s}_{b,l} & = [s_{b,l}(k-d-1) \cdots s_{b,l}(k-d-n)]^T \in \mathbb{R}^n, \quad 1 \leq l \leq N_b = 2^n.
\end{align*}
\]  

(4.55)  

(4.56)

Under the assumption that the given feedback \( s_b(k) = s_{b,l} \) is correct, the set of possible channel states \( C_{a,l} \) that can occur is determined by the combinations of \( s_a(k) \), i.e.,

\[
C_{a,l} = \{ F[s_{a,j}^T, s_{b,l}^T] \}, \quad 1 \leq j \leq N_a.
\]  

(4.57)

The set of all channel states \( C_d \) is the union of these subsets \( C_{a,l} \), i.e.

\[
C_d = \bigcup_{1 \leq l \leq N_b} C_{a,l}.
\]  

(4.58)

and

\[
C_{a,l} \cap C_{d,k} = \emptyset \quad \text{if } l \neq k.
\]  

(4.59)

The conditional Bayesian decision function \( f_b(\mathbf{r}(k), s_b(k)) \) for \( s_b(k) = s_{b,l} \) is obtained by applying the set of channel states in \( C_{a,l} \) to model the conditional probabilities \( p(\mathbf{r}(k) | s(k-d) = s) \), i.e.

\[
\begin{align*}
p(\mathbf{r}(k) | s(k-d) = +1 \cap s_b(k) = s_{b,l}) &= \frac{1}{N_s} \sum_{\mathbf{c}_j \in C_{a,l}^{(+)}} p(\mathbf{r}(k) | \mathbf{c}_j), \\
p(\mathbf{r}(k) | s(k-d) = -1 \cap s_b(k) = s_{b,l}) &= \frac{1}{N_s} \sum_{\mathbf{c}_j \in C_{a,l}^{(-)}} p(\mathbf{r}(k) | \mathbf{c}_j),
\end{align*}
\]  

(4.60)  

(4.61)

where the set \( C_{a,l}^{(+)} \) and \( C_{a,l}^{(-)} \) are

\[
\begin{align*}
C_{a,l}^{(+)} &= \{ \mathbf{r}(k) | s_b(k) = s_{b,l} \cap s(k-d) = +1 \}, \\
C_{a,l}^{(-)} &= \{ \mathbf{r}(k) | s_b(k) = s_{b,l} \cap s(k-d) = -1 \}.
\end{align*}
\]  

(4.62)  

(4.63)

Therefore the conditional Bayesian decision function is

\[
\begin{align*}
f_b(\mathbf{r}(k), s_b(k) = s_{b,l}) &= p(\mathbf{r}(k) | s(k-d) = +1 \cap s_b(k) = s_{b,l}) \\
&\quad - p(\mathbf{r}(k) | s(k-d) = -1 \cap s_b(k) = s_{b,l}) \\
&= \frac{1}{N_s} \sum_{\mathbf{c}_j \in C_{a,l}^{(+)}} p(\mathbf{r}(k) | \mathbf{c}_j) - \frac{1}{N_s} \sum_{\mathbf{c}_j \in C_{a,l}^{(-)}} p(\mathbf{r}(k) | \mathbf{c}_j).
\end{align*}
\]  

(4.64)
With the introduction of feedback, only $N_a = 2^n$ channel states are required in the conditional decision function $f_b(x(k)|\hat{s}_d(k))$. In the case when there is no feedback, all the $N_a = 2^{m+n}$ states would be required in the original decision function $f_b(x(k))$. As a result of feedback, implementation complexity is reduced. In addition, the reduced number of possible channel state occurrences also normally results in less nonlinear conditional Bayesian decision boundaries, and increased minimum distances of channel states of $C_d^{(+)}$ and $C_d^{(-)}$ to the decision boundaries [18]. Because of this increase in minimum distances to the boundary, the misclassification probability of the DFE is lower than those without feedback.

**Example: Reduction in implementation complexity**

This section discusses the reduction in implementation complexity of the DFE using the equalisation problem on channel $H(z) = 0.5 + 1.0z^{-1}$ using the following equaliser’s parameters, delay $d = 1$, feedforward order $m = 2$ and feedback order $n = 1$. Referring to Table 4.1, the set of channel states $C_{d,t} = C_d^{(+)} \cup C_d^{(-)}$ for $s_d(k) = s_{d,t} = [+1]$ is $\{c_1, c_3, c_5, c_7\}$ and the set of channel states $C_{d,t}$ for $s_d(k) = s_{d,t} = [-1]$ is $\{c_2, c_4, c_6, c_8\}$. Fig. 4.12 illustrates the conditional Bayesian DFE boundary formed.

![Figure 4.12](image_url)

**Figure 4.12:** Conditional Bayesian decision boundary and set of channel states $C_{d,t}$, Fig (a) $f_b(x(k)|\hat{s}_d(k) = [1])$, Fig (b) $f_b(x(k)|\hat{s}_d(k) = [-1])$.

In this example, $2^n = 4$ channel states are required to implement each conditional Bayesian function $f_b(x(k)|\hat{s}_d(k) = s_{d,t})$. Implementation complexity is therefore reduced as compared to the full model’s decision function $f_b(x(k))$ which uses $N_a = 2^{m+n} = 8$ channel states (Fig. 4.5).
The current Bayesian DFE implementation requires \( N_b = 2^n \) different conditional Bayesian decision functions \( f_b(r(k)|\hat{s}_b(k) = s_{b,l}) \), i.e., one decision function for each possible feedback vector sequence \( s_{b,l}, 1 \leq l \leq 2^n \). This therefore implies that significant implementation complexity is required if the number of possible feedback states \( N_b = 2^n \) is large. It is, however, possible to remove this requirement of having multiple conditional Bayesian decision function by introducing a transformation of the input vector \( r(k) \in \mathbb{R}^m \rightarrow \hat{r}(k) \in \mathbb{R}^m \) \[20].

The description of the transformation is as follows: Assuming that the feedback vector \( \hat{s}_b(k) = s_{b,l} \) is correct, the original input vector \( r(k) \) is transformed into the new input vector \( \hat{r}(k) \) by the following translation,

\[
\hat{r}(k) = r(k) - v_t
\]  

where

\[
v_t = F[0, s_{b,l}].
\]  

The translation performed on \( r(k) \) removes the contribution of past detected symbols \( \hat{s}_b(k) \) from the input vector, i.e., the new input vector

\[
\hat{r}(k) = r(k) + u(k) - v_t = F[s_a(k), \hat{s}_b(k)] + u(k) - F[0, \hat{s}_b(k)] = F[s_a(k), 0] + u(k).
\]  

We denote the translated noiseless channel states \( F[s_a(k), 0] \) as

\[
\hat{r}(k) = F[s_a(k), 0] = [\hat{r}(k) \cdots \hat{r}(k - d + 1)]^T \in \mathbb{R}^{d+1}.
\]

As there are only \( N_a = 2^{d+1} \) combinations of \( s_a(k) \), there are only \( N_a \) channel states \( \hat{r}(k) \) in the set

\[
C_a = \{ \hat{r}(k) \} = \{ F[s_a, 0] \}, \quad 1 \leq j \leq N_a = 2^m.
\]  

Therefore after performing the transformation, only one Bayesian decision function with the
set of channel states $C_d^i$ as centres is needed,

$$f_k(r(k), s_k(k)) = \frac{1}{N_s} \sum_{c_j \in C_d^{i,+}} p(r(k)|c_j) - \frac{1}{N_s} \sum_{c_j \in C_d^{i,-}} p(r(k)|c_k), \quad (4.70)$$

where the two sets of channel states $C_d^{i,+}$ and $C_d^{i,-}$ denote the channel states in $C_d^i$ (Eq. 4.69) associated with transmitted symbol $s(k-d) = +1$ and $-1$ respectively. The translation therefore removes the requirement of having multiple conditional decision functions for each feedback pattern.

4.5.4 Recursive implementation to generate $r^i(k)$

The transformation as described in the previous section has an additional advantage that it can be implemented effectively using recursive implementation. We demonstrate how this may be achieved using the following DFE equalisation problem. The channel used is a 3-tap channel $H(z) = a_0 + a_1 z^{-1} + a_2 z^{-2}$ and the equaliser’s parameters are $d = 2$, $m = 3$, and $n = 2$. The original input vector $r(k)$ is

$$r(k) = \begin{bmatrix} r(k) \\ r(k-1) \\ r(k-2) \end{bmatrix} = \begin{bmatrix} a_0 & a_1 & a_2 & 0 & 0 \\ 0 & a_0 & a_1 & a_2 & 0 \\ 0 & 0 & a_0 & a_1 & a_2 \end{bmatrix} \begin{bmatrix} s(k) \\ s(k-1) \\ s(k-2) \\ s(k-3) \\ s(k-4) \end{bmatrix} + \begin{bmatrix} n(k) \\ n(k-1) \\ n(k-2) \\ n(k-3) \\ n(k-4) \end{bmatrix} \quad (4.71)$$

and the translated vector $r^i(k) = F[s_0(k), s_1(k)] = F[0, s_0(k)] + n(k)$ is

$$r^i(k) = \begin{bmatrix} r^i(k) \\ r^i(k-1) \\ r^i(k-2) \end{bmatrix} = \begin{bmatrix} r(k) \\ r(k-1) - a_3 s(k-3) \\ r(k-2) - a_2 s(k-3) - a_3 s(k-4) \end{bmatrix}. \quad (4.72)$$

Assuming that the past detected symbols are detected correctly, i.e. $s_0(k) = s_0(k)$, the transformation can be implemented recursively as illustrated in Fig. 4.13.

In the general case, it can be shown that the translated elements of vector $r^i(k)$ can be found recursively using the following expression:

$$\begin{cases} r^i(k-i) = z^{-1} r^i(k-i+1) - a_{n-i} s(k-d-1), \\ r^i(k) = r(k). \end{cases} \quad (4.73)$$
Example

Let us consider the problem of applying the transformation to the DFE on channel $H(z) = a_0 + a_1 z^{-1} + a_2 z^{-2}$. The matrix $F$ is

$$F = \begin{bmatrix} 0.5 & 1.0 & 0 \\ 0 & 0.5 & 1.0 \end{bmatrix},$$

and the set of $s_a(k)$ is $\{s_{a,j}\}, 1 \leq j \leq 2^m$. The values of these vectors are listed below:

$$s_{a,1} = [1, 1]^T, \quad s_{a,2} = [1, -1]^T,$$
$$s_{a,3} = [-1, 1]^T, \quad s_{a,4} = [-1, -1]^T.$$

The channel states of $C_d^i = \{c_{1,i}, c_{2,i}, c_{3,i}, c_{4,i}\}$ are

$$c_{1,i} = F[s_{a,1,i}] = [1.5, 0.5]^T, \quad c_{2,i} = F[s_{a,2,i}] = [-0.5, -0.5]^T,$$
$$c_{3,i} = F[s_{a,3,i}] = [0.5, 0.5]^T, \quad c_{4,i} = F[s_{a,4,i}] = [-1.5, -0.5]^T.$$

The translation vectors $v_i = F[0, s_{b,i}]$ are

$$v_1 = F[0, 0 - 1] = [0, -1]^T,$$
$$v_2 = F[0, 0 + 1] = [0, +1]^T.$$

The translation vectors $v_1, v_2$, the translated set of channel states $C_d^i$, and the translated Bayesian decision boundary are illustrated in Fig. 4.14.
Figure 4.14: Translated Bayesian decision boundary and translated channel states using delay \( d = 1 \) and \( m = 2 \) for channel \( H(z) = 0.5 + 1.0z^{-1} \).

### 4.5.5 Bayesian DFE: some simulation results

Computer simulations were used to compare the performance of the Bayesian feedforward equaliser with that of the Bayesian DFE. The same two channels \( H_1(z) \) and \( H_2(z) \) as discussed in Sec. 4.3.2 were used. The feedforward and delay parameters of both the feedforward and DFE were set to \( m = 4 \) and \( d = 2 \). The feedback parameter was set to \( n = 2 \) for the DFE. The results of both the experiments are illustrated in Figs. 4.15 and 4.16. Both results show that the degradation in performance due to error propagation resulted in only a very small loss of performance and that the application of decision feedback improves the performance of the equaliser.
4.6 Conclusions

This chapter studies the symbol-decision equaliser. In particular, we show that the optimum symbol-decision equaliser is nonlinear and that it is possible to realise the optimum Bayesian decision function using the RBF model. The effects of the delay order parameter on decision boundaries and BER performance were highlighted and our results show that the attainable BER performance depends strongly on the delay order parameter and can be significantly
different for various values of the delay order. To determine the optimum operating delay parameter, a simple BER estimator for the Bayesian equaliser was proposed.

The implementation complexity of the RBF equaliser required to realise the Bayesian solution was also discussed. To reduce the implementation complexity, an algorithm was proposed to select a subset model from the full RBF equaliser implementation. Our results showed that the number of centres, and hence the computation complexity, can be reduced with no significant effects on the BER performance of the equaliser.

Lastly, the Bayesian DFE was examined. We introduced a geometric transformation on the input vector to reduce the DFE to an equivalent equaliser without feedback. The geometric translation not only provided deeper understanding of the DFE mechanism but also facilitated more efficient practical implementation. The results also indicated that significant improvement of classification performance may be achieved by introducing feedback.
Chapter 5

Digital communication channel equalisation using linear techniques

The previous chapter considered the optimum symbol-decision equaliser, the Bayesian equaliser. It was shown that the Bayesian equaliser’s decision function is nonlinear, and hence can only be realised using nonlinear techniques. Although nonlinear equalisers provide better performance than linear equalisers, they are not as widely used due to their significantly more demanding implementation complexity. Linear equalisation techniques, which have much simpler implementation requirement, are very popular despite having poorer performance.

This chapter is concerned with the application of linear techniques to channel equalisation. We first consider the most common type of linear equaliser, the minimum MSE (MMSE) linear equaliser. Although the MMSE linear equaliser is very popular, the classification performance of such an equaliser is sub-optimum in two ways; firstly, the approximation of nonlinear decision boundaries using linear methods will yield poor results, and secondly, the MMSE cost function is not the optimum criterion to be applied for finding the weights of the linear equaliser. In this chapter, we will demonstrate these two shortcomings and examine an optimisation criterion based on minimising the BER to improve the linear equaliser’s performance. Also in this chapter we will consider the application of this minimum BER (MBER) criterion to a linear-combiner DFE.

The following results are reported in this chapter:

(i). Optimisation techniques to minimise the BER of the linear feedforward equaliser are introduced \(^1\).

\(^1\)Submitted to - S.CHEN, E.S.CHNG, B.MULGREW and C.GIBSON, ‘On decision feedback equaliser’, IEEE Trans. Communication
The outline of the chapter is as follows: The MMSE linear equaliser is introduced in Sec 5.1. Sec 5.2 considers the difference in functional mapping capability between the linear and nonlinear equaliser and examines the effects of delay order on the decision boundaries. Sec 5.3 studies the probability of misclassification of the linear equaliser and introduces a method to evaluate the BER. Sec 5.4 proposes a method for optimising the equaliser’s performance for MBER. Sec 5.5 examines the transformation introduced in Chapter 4 to convert the linear-combiner DFE to a feedforward equaliser structure and considers the optimisation of the DFE’s performance based on the MBER criterion. Sec 5.6 concludes the chapter.

5.1 The MMSE Linear equaliser

This section introduces the MMSE linear equaliser. The aim of channel equalisation using linear techniques is the same as channel equalisation using nonlinear techniques, that is, to re-construct the transmitted symbol given a vector of received signal which has been corrupted by additive noise and ISI effects [1, 3, 71, 72]. The difference between the linear and nonlinear techniques is in the implementation of the equaliser’s decision function, i.e., no nonlinearity is present in the linear equaliser’s decision function.

As in Chapter 4, the received signal \( r(k) \) for the linear equaliser at time \( k \) is

\[
r(k) = \hat{r}(k) + n(k)
\] (5.1)

where \( \hat{r}(k) \) is the noise-free received signal, and \( n(k) \) is the additive white Gaussian noise with zero mean and variance \( \sigma^2 \) [3, 17]. The noise-free received signal \( \hat{r}(k) \) is

\[
\hat{r}(k) = \sum_{i=0}^{n_a-1} s(k - i) a(i)
\] (5.2)

where \( a(i) \) are the channel impulse response, \( n_a \) the channel impulse length, and \( s(k) \) the i.i.d transmitted signal from a 2-ary PAM source with symbol constellation \( \{ \pm 1 \} \). The equaliser uses a vector \( \mathbf{r}(k) \) of consecutive received samples, i.e.,

\[
\mathbf{r}(k) = \begin{bmatrix} \hat{r}(k) & \cdots & \hat{r}(k - m + 1) \end{bmatrix}^T + \begin{bmatrix} n(k) & \cdots & n(k - m + 1) \end{bmatrix}^T
\]

\[
= \begin{bmatrix} r(k) & \cdots & r(k - m + 1) \end{bmatrix}^T
\] (5.3)

to form an estimate $\hat{s}(k-d)$ of $s(k-d)$. The vector $\mathbf{r}(k)$ containing the noiseless received signal is known as a channel state and the vector $\mathbf{n}(k)$ is zero-mean Gaussian i.i.d noise. The integers $m$ and $d$ are known as the equaliser’s feedforward order and delay order respectively.

The linear equaliser’s decision function $f_l(\mathbf{r}(k))$ is $[1,3,71,72]$

$$f_l(\mathbf{r}(k)) = \mathbf{w}^T \mathbf{r}(k) = \sum_{i=1}^{m} w_i r(k - i + 1)$$

(5.4)

where $\mathbf{w} = [w_1 \cdots w_m]^T$ are the weights of the linear equaliser. To determine the transmitted symbol $s(k-d)$, a decision slicer is applied to quantise the decision function output value $f_l(\mathbf{r}(k))$ into one of the possible symbol constellation. In the case of the 2-ary PAM source, the decision slicer can be implemented using the $\text{sgn}(.)$ function.

The most common criterion to optimise the linear equaliser is the MMSE criterion $[1,3,71,72]$. This criterion is popular because the equaliser thus optimised can usually perform well and the implementation requirement is simple $[1,3,71,72]$. The MMSE criterion is

$$J_{MMSE} = E[(s(k-d) - f_l(\mathbf{r}(k)))^2]$$

(5.5)

and the MMSE solution of $\mathbf{w}$, also known as the Wiener solution, is

$$\mathbf{w} = \{E[\mathbf{r}(k)\mathbf{r}(k)^T]\}^{-1}E[s(k-d)\mathbf{r}(k)]$$

(5.6)

where $\{E[\mathbf{r}(k)\mathbf{r}(k)^T]\}$ is the autocorrelation matrix and $E[s(k-d)\mathbf{r}(k)]$ is the crosscorrelation vector between the input of the equaliser and the desired response $s(k-d)$. If the statistics of the channel are known, the optimum Wiener solution can be solved using Eq. 5.6 $[1,71,87]$.

Although the MMSE is very popular, it is not the best criterion for optimising the weights of the linear equaliser. A better choice would be the MBER criterion. The MBER criterion however is not popular as it was thought to be difficult to implement $[71]$. Our experience, however, disagrees with this observation. We have found that MBER optimisation of the linear equaliser can be carried out quite easily for cases when the channel is stationary using un-constrained gradient descent optimisation techniques $[113]$. The details of the MBER optimisation procedure for the linear equaliser is reported in Sec. 5.4.

5.2 Approximating the Bayesian decision boundary using linear boundary

This section examines the application of the linear boundary to realise the Bayesian boundary. As in the case of the Bayesian equaliser (Sec. 5.1), the linear equaliser’s decision boundary is
similarly affected by the channel state locations and delay order. A linear equaliser, however, may only realise linear boundaries, and hence cannot be applied to equalisation problems which have channel states belonging to different transmitted signal that are not linearly separable. The sets of channel states belonging to different transmit symbols, i.e. \( C_d^{(+)} \) and \( C_d^{(-)} \), as defined in Sec. 4.2.1, are given by

\[
\begin{align*}
C_d^{(+)} &= \{ \mathbf{r}(k)|s(k-d) = +1 \}, \\
C_d^{(-)} &= \{ \mathbf{r}(k)|s(k-d) = -1 \},
\end{align*}
\]

and the set of all channel states is

\[
C_d = C_d^{(+)} \cup C_d^{(-)}.
\]

In the case when \( C_d^{(+)} \) and \( C_d^{(-)} \) are not linearly separable, linear equalisation techniques will result in misclassifications even when noise is not affecting the communication system. To illustrate some of the problems that arise when applying linear equalisation techniques, we compare the realised MMSE linear equaliser’s decision boundaries with the Bayesian equaliser’s decision boundaries for the channel \( H(z) = 0.5 + 1.0z^{-1} \).

**Examples of decision boundaries**

The following paragraphs describe the realised decision boundaries for the channel \( H(z) = 0.5 + 1.0z^{-1} \) using a linear MMSE equaliser and a Bayesian equaliser with feedforward order \( m = 2 \) and delay order \( d = 0, 1 \) and 2, operating under SNR condition = 15dB.

The results depicted in Figs. 5.1a,b and 5.2a,b illustrate the realised linear and Bayesian decision functions mapping and decision boundaries for delay order \( d = 1 \) and 2 respectively. The plots clearly highlight the nonlinear nature of the Bayesian function which allows hyper-surfaces to be formed in the \( \mathbf{r}(k) \in \mathbb{R}^2 \) space to generate nonlinear boundaries. This is in contrast to the linear decision functions which can only realise hyper-planes and hence only generate linear boundaries. It is also observed that the nonlinear nature of the Bayesian function allows the Bayesian boundary to be ‘bent’ for optimum partitioning of channel states belonging to different transmit symbols. This is unlike the linear boundary which could not be ‘bent’ and hence has poorer partitioning capability. This implies that the channel states are nearer to the linear boundary than the nonlinear optimum boundary. This ‘closeness’ to the linear boundary has the undesirable effect that when noise is present in the communication system, a higher probability of misclassification will occur. A formal treatment of the linear equaliser’s performance with respect to the Bayesian equaliser is given in Sec. 5.3.

In both examples, using delay \( d = 1 \) and 2, the channel states of \( C_d^{(+)} \) and \( C_d^{(-)} \) were linearly separable, and hence linear equalisation techniques could be applied. However, in the case
Figure 5.1: Effects of delay order on the decision function of the Bayesian and linear equaliser for channel \( H(z) = 0.5 + 1.0z^{-1} \), delay order \( d = 1 \), \( m = 2 \) and SNR = 15dB; (a) Mapping of the Bayesian decision function (vertical axis) for \( f_b(r(k)) \) and MMSE linear decision function \( f_l(r(k)) \), (b) The corresponding Bayesian and linear decision boundaries.

when the equalisation problem is not linearly separable, applying linear equalisation techniques will result in misclassification for certain channel states even in the absence of additive noise. An example of an equalisation problem which is not linearly separable is illustrated in Fig. 5.3 where the equaliser’s delay order is chosen to be \( d = 0 \) for channel \( H(z) \). From the diagram, it is observed that the Bayesian decision boundary was able to partition the channel states belonging to different transmit symbols successfully, while the linear partitioning resulted in channel states \( \{c_3, c_6\} \) being misclassified even in the absence of noise.

From the above examples, the results clearly indicate two major short-comings of linear equalisation techniques; firstly, the poorer partitioning capability of the linear equaliser as compared to the Bayesian equaliser, and secondly the in-ability of the linear equaliser to operate on non linearly separable problems. These are the primary reasons why nonlinear equalisers which do not possess these disadvantages have been so actively pursued [17, 97, 99, 101, 102].
Figure 5.2: Effects of delay order on the decision function of the Bayesian and linear equaliser for channel $H(z) = 0.5 + 1.0z^{-1}$, delay order $d = 2$, $m = 2$ and SNR = 15dB: (a) Mapping of the Bayesian decision function (vertical axis) $f_b(r(k))$ and MMSE linear decision function $f_l(r(k))$, (b) The corresponding Bayesian and linear decision boundary.

Figure 5.3: Effects of delay order on the decision function of the Bayesian and linear equaliser for channel $H(z) = 0.5 + 1.0z^{-1}$, delay order $d = 0$, $m = 2$ and SNR = 15dB: The Bayesian and linear decision boundaries.
This section presents the analysis of probability of misclassification by the linear equaliser.

Following the analysis presented in Sec. 4.3 for the Bayesian equaliser’s case, the received vector $\mathbf{r}(k)$ to the equaliser is a noise-perturbed version of the channel state $\mathbf{r}(k)$. Due to noise, the received sequence $\mathbf{r} = \mathbf{r}(k)$ may be perturbed into regions defined for a different classification. Given $c_j \in C_d^{(i)}$, the misclassification region for a linear boundary is $Z_d^{(i)}$, and given $c_j \in C_d^{(-i)}$, the misclassification region is $Z_d^{(i)}$. The regions $Z_d^{(+)}$ and $Z_d^{(-)}$ are defined by the following equations and illustrated in Fig. 5.4a,

$$Z_d^{(+)} = \{ \mathbf{r} \mid f_l(\mathbf{r}) \geq 0 \}, \quad (5.10)$$
$$Z_d^{(-)} = \{ \mathbf{r} \mid f_l(\mathbf{r}) < 0 \}. \quad (5.11)$$

Following the same analysis as in Sec. 4.3, the total probability of misclassification $P_l$ by the linear equaliser is therefore,

$$P_l = \sum_{c_j \in C_d^{(i)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_d^{(-i)}} p(\mathbf{r}|c_j) d\mathbf{r} + \sum_{c_k \in C_d^{(-i)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_d^{(i)}} p(\mathbf{r}|c_k) d\mathbf{r}. \quad (5.12)$$

To highlight the difference in performance between the linear and the Bayesian equaliser, we introduce the following equation to express the linear equaliser’s misclassification probability with respect to the Bayesian equaliser’s misclassification probability \(^3 P_b\),

$$P_l = P_b + P_W \quad (5.13)$$

where $P_W$ is the difference in probability of misclassification between the linear and Bayesian equaliser. The difference in probability of misclassification exists because the regions of integration for $P_l$ and $P_b$ are different. We denote these difference regions using the notations $W_d^{(-)}$ and $W_d^{(+)}$, and they are defined by the following equations and illustrated in Fig. 5.4b,

$$W_d = W_d^{(-)} \cup W_d^{(+)} \quad (5.14)$$
$$W_d^{(-)} = \{ \mathbf{r} \mid f_l(\mathbf{r}) < 0 \text{ and } f_l(\mathbf{r}) > 0 \}$$
$$W_d^{(+)} = \{ \mathbf{r} \mid f_l(\mathbf{r}) > 0 \text{ and } f_l(\mathbf{r}) < 0 \} \quad (5.15)$$

\(^3\)The Bayesian equaliser’s probability of misclassification $P_b$ (Eq. 4.28) is,

$$P_b = \sum_{c_j \in C_d^{(i)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_b^{(-i)}} p(\mathbf{r}|c_j) d\mathbf{r} + \sum_{c_k \in C_d^{(-i)}} \frac{1}{N_s} \int_{\mathbf{r} \in Z_b^{(i)}} p(\mathbf{r}|c_k) d\mathbf{r}. \quad (5.16)$$
To derive \( P_W \), let us first consider the case of evaluating \( P_W \) for channel states \( c_j \in C_d^{(+)}, \)

\[
P_W(c_j \in C_d^{(+)}) = \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{\mathbf{r} \in W_d^{(+)}(c_j)} p(\mathbf{r}|c_j) d\mathbf{r} - \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{\mathbf{r} \in W_d^{(-)}(c_j)} p(\mathbf{r}|c_j) d\mathbf{r} \tag{5.16}
\]

where the first term on the right hand side of the equation is to perform integration in the additional area included by the linear decision boundary and the second term is to remove the integration for the region not defined in the linear boundary but was included in the region specified for the Bayesian boundary.

Similarly, the following equation specifies the difference in probability of misclassification in the region \( W_d \) for \( c_k \in C_d^{(-)}, \)

\[
P_W(c_k \in C_d^{(+)}) = \sum_{c_k \in C_d^{(-)}} \frac{1}{N_s} \int_{\mathbf{r} \in W_d^{(-)}(c_k)} p(\mathbf{r}|c_k) d\mathbf{r} - \sum_{c_k \in C_d^{(-)}} \frac{1}{N_s} \int_{\mathbf{r} \in W_d^{(+)}(c_k)} p(\mathbf{r}|c_k) d\mathbf{r}. \tag{5.17}
\]
Therefore, the total $P_W$ is,

$$
P_W = P_W(c_j \in C_d^{(+)} \cup P_W(c_j \in C_d^{(-)})
= \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{r \in W_d^{(+)}} p(r|c_j)dr - \sum_{c_j \in C_d^{(+)}} \frac{1}{N_s} \int_{r \in W_d^{(-)}} p(r|c_j)dr +
\sum_{c_j \in C_d^{(-)}} \frac{1}{N_s} \int_{r \in W_d^{(-)}} p(r|c_j)dr - \sum_{c_j \in C_d^{(-)}} \frac{1}{N_s} \int_{r \in W_d^{(+)}} p(r|c_j)dr.
$$

(5.18)

Substituting the Bayesian decision function $f_b(r)$ into Eq. 5.18, we get

$$
P_W = \int_{r \in W_d^{(+)}} f_b(r)dr - \int_{r \in W_d^{(-)}} f_b(r)dr.
$$

(5.19)

By the definition of $W_d^{(+)}$ and $W_d^{(-)}$ (Eq. 5.15), the Bayesian function $f_b(r)$ is positive over the region $W_d^{(+)}$ and negative over the region $W_d^{(-)}$. Therefore, Eq. 5.19 can be written as

$$
P_W = \int_{r \in W_d^{(+)}} |f_b(r)|dr + \int_{r \in W_d^{(-)}} |f_b(r)|dr.
$$

(5.20)

Since the function $|f_b(r)|$ is non-negative, the above equation shows that if the region $W_d^{(-)}$ or $W_d^{(+)}$ is not empty, the linear equaliser will have a degradation in performance $P_W$ with respect to the Bayesian solution.

### 5.3.1 Evaluating the probability of misclassification

The previous section considered the evaluation of $P_t$ in terms of $m$-dimensional surface integrals. As numerical integration is undesirable, a much simpler method of evaluating $P_t$ is introduced in the section. We first re-write Eq. 5.12 as

$$
P_t = \frac{1}{N_s} \sum_{c_j \in C_d^{(+)}} P_{lc}(c_j) + \frac{1}{N_s} \sum_{c_j \in C_d^{(-)}} P_{lc}(c_j).
$$

(5.21)

The problem therefore lies in evaluating $P_{lc}(c)$. To simplify we shall assign $P_{lc}(c) = 1$ if the channel state $c$ is wrongly classified. If the channel state is correctly classified, the following expression should be evaluated,

$\text{The Bayesian decision function (Eq. 4.19) } f_b(r) \text{ is,}$

$$
f_b(r) = \frac{1}{N_s} \sum_{c_j \in C_d^{(+)}} p(r|c_j) - \frac{1}{N_s} \sum_{c_j \in C_d^{(-)}} p(r|c_j).
$$
\[ P_{tc}(c) = \begin{cases} \int_{x \in z_1(-)} p(x|c) dx, & \text{for } c \in C_4^{(+)} \\ \int_{x \in z_1(+)} p(x|c) dx, & \text{for } c \in C_4^{(-)} \end{cases} \] (5.22)

These \( m \)-dimensional surface integral equations can be simplified in the linear boundary case by introducing an orthonormal transformation \( T(.) \) to rotate \( \mathbf{r} \) so that one of the transformed basis vector \( x_1 \) becomes parallel to the normal of the linear boundary. The following expression shows the transformation of \( T(.) \) on Eq. 5.22,

\[ P_{tc}(c) = \begin{cases} \int_{x \in T(x \in z_1(-))} p(x|c) |\det T'| dx, & c \in C_4^{(+)} \\ \int_{x \in T(x \in z_1(+)}) p(x|c) |\det T'| dx, & c \in C_4^{(+)} \end{cases} \] (5.23)

where \( \det T' \) is the Jacobian determinant of \( T \) [114]. Since a rotation is an orthonormal transformation, and the function \( p(x|c) \) is symmetrical, the equation reduces to

\[ P_{tc}(c_j) = \int_{\zeta_j}^{\infty} p(x_1) dx_1 \int_{-\infty}^{\infty} p(x_2) dx_2 \cdots \int_{-\infty}^{\infty} p(x_m) dx_m, \] (5.24)

where \( \zeta_j \) is the Euclidean distance of \( c_j \) to the linear boundary along the normal \(^5\) of the linear boundary \( \mathbf{w} \) and \( p(x_j) \) is a one dimension Gaussian variable,

\[ p(x_j) = (2\pi \sigma^2)^{-1/2} \exp\left(-x_j^2/(2\sigma^2)\right). \] (5.25)

As the integration of \( \int_{-\infty}^{\infty} p(x_m) dx_m \) has the value unity, Eq. 5.24 reduces to,

\[ P_{tc}(c_j) = \int_{\zeta_j}^{\infty} p(x_1) dx_1 = \int_{\zeta_j}^{\infty} (2\pi \sigma^2)^{-1/2} \exp\left(-x_1^2/(2\sigma^2)\right) dx_1. \] (5.26)

The distance of \( c_j \) to the linear boundary along \( \mathbf{w} \) can be easily found using orthogonal projection [115], i.e.,

\[ \zeta_j = \frac{\| (c_j - \mathbf{p})^T \mathbf{w} \|}{\| \mathbf{w} \|}, \] (5.27)

where \( \mathbf{p} \) is any point on the decision boundary, and \((c_j - \mathbf{p})\) is a vector from \( \mathbf{p} \) to \( c_j \). Fig. 5.4b illustrates the distance of channel state \( c_2 \) to the linear decision boundary along the normal \( \mathbf{w} \).

\(^5\)The normal of the linear boundary is the weight \( \mathbf{w} \) of the linear equaliser.
Applying the $Q(.)$ function [71],

$$Q(\zeta) \stackrel{\text{def}}{=} \frac{1}{\sqrt{2\pi}} \int_{\zeta}^{\infty} \exp\left(-\frac{x^2}{2}\right) dx$$

for Eq. 5.26, the probability of misclassification using the linear equaliser (Eq. 5.21) becomes

$$P_t = \frac{1}{N_s} \sum_{c_i \in C_1^{(+)}} P_{tc}(c_i) + \frac{1}{N_s} \sum_{c_k \in C_1^{(-)}} P_{tc}(c_k),$$

where

$$P_{tc}(c_i) = \begin{cases} P_{tc}(c_i) = Q(\zeta_i \mid \sigma_i) & \text{if channel state } c_i \text{ is correctly classified} \\ P_{tc}(c_i) = 1 & \text{if channel state } c_i \text{ is wrongly classified} \end{cases}.$$ (5.30)

### 5.3.2 BER estimate: some simulation results

Simulations were conducted to compare the theoretical BER using Eqs. 5.29, 5.30 and BER results from Monte Carlo (MC) simulations. For the experiment, the linear MMSE equaliser's feedforward order $m$ was chosen to be 4. The following four channels were used, these channel exhibiting the same magnitude but different phase responses,

$$\begin{align*}
H1(z) &= 0.8745 + 0.4372z^{-1} - 0.2098z^{-2}, \\
H2(z) &= 0.2620 + 0.6647z^{-1} - 0.6955z^{-2}, \\
H3(z) &= 0.6996 + 0.6646z^{-1} - 0.2623z^{-2}, \\
H4(z) &= 0.2098 + 0.4370z^{-1} - 0.8750z^{-2}.
\end{align*}$$

Simulations were conducted using a range of SNR with delay order $d = 0, \ldots, 5$ to study the effects of delay order on BER performance. The simulation results are illustrated in Fig. 5.5. The experiment shows that i) the theoretical BER are very close to the Monte Carlo simulation results, and ii) the delay order parameter can seriously affect the performance of the linear equaliser. The results also show that the optimum delay order which result in the best BER performance is different for each of the channel models even though these channels exhibit the same magnitude response.

For channel equalisation under non-stationary environment, the optimum operating delay order should be re-calculated and applied. By allowing the delay order to change dynamically, it is obvious that significant improvement to the equaliser’s performance can be achieved over an equaliser which operates with a fixed delay order.
Figure 5.5: Estimated and Monte Carlo BER for channel $H_1(z)$, $H_2(z)$, $H_3(z)$ and $H_4(z)$

5.4 The minimum BER (MBER) linear equaliser

This section compares the difference between the classification performance of a linear equaliser with weights found by optimising the MSE versus weights found by optimising the BER.

To show that there can be a difference in performance, we illustrate the MSE and BER surface plots of the performance of a linear equaliser applied to the channel $H(z) = 0.5 + 1.0z^{-1}$ using delay order $d = 1$ with feedforward order $m = 2$ and SNR=20dB. The MSE surface and corresponding contours plot with respect to the weights $\mathbf{w} = [w_1 \ w_2]^T$ are illustrated in Figs. 5.6a,b respectively. It is observed from Fig. 5.6b that the locus of weights for a fixed MSE is in the form of an ellipse and the elliptical locus shrinks in size as the mean-square error $J_{mmse}$ approaches the minimum value. When $\mathbf{w} = \mathbf{w}_{mmse}$, the locus reduces to a point. The
The BER surface and contour plots for the same equalisation problem are illustrated in Fig 5.7 to highlight the difference between the MSE surface and the BER surface. The plots show that the BER surface is a valley and that the MBER solution is along the weight value $w_2 \approx 0.01$. 

Figure 5.6: Linear equaliser’s MSE performance for channel $H(z) = 0.5 + 1.0z^{-1}$, $m = 2$, $d = 1$ and SNR=20dB: (a) MSE surface with respect to weights. (b) Contour of MSE with respect to weights.

Figure 5.7: Linear equaliser’s BER performance for channel $H(z) = 0.5 + 1.0z^{-1}$, $m = 2$, $d = 1$ and SNR=20dB: (a) BER surface with respect to weights. (b) Contour of BER with respect to weights.
It is obvious by comparing Figs. 5.6b and 5.7b that the weights satisfying the optimum MSE solution do not correspond to the optimum BER solution. For this example, it is obvious the BER performance may be improved by optimising the weights to minimise the BER cost function rather than the MSE cost function. An algorithm to perform BER optimisation is presented in the next section.

5.4.1 Optimising the weights of the linear equaliser with respect to BER

It was shown in the previous section that the MMSE criterion to find the weights of the linear equaliser may not result in the optimum BER performance. To optimise the weights for MBER, we examine a gradient descent method [113] to optimise the linear equaliser’s probability of misclassification cost function (Eq. 5.29),

\[ J_{ber}(w) = P_t = \frac{1}{N_s} \sum_{c_j \in C_1^{(+)}} P_{c_j}(c_j) + \frac{1}{N_s} \sum_{c_k \in C_1^{(-)}} P_{c_k}(c_k). \]  

(5.35)

To find the weights which will satisfy the minimum BER solution, we proceed as follows. We begin with an initial weight value \( w(0) \) using the MMSE solution. Using this initial guess, we compute the gradient vector, which is defined as the derivative of the \( J_{ber}(w) \) cost function evaluated with respect to the weight \( w(n) \) at time \( n \) (i.e., the \( n^{th} \) iteration). We compute the next guess of the weight vector by making a change of the present guess in a direction scaled by a step size value opposite to that of the gradient. If the updated weight improves the BER performance, the new weights are accepted and the value of the step size doubled to accelerate the optimisation process. If the updated weight vector degrades the performance of the equaliser, the weight vector is not accepted and the step size parameter value is reduced to allow for finer update. The recursive process of calculating the gradient and modifying the weights is repeated until the maximum number of allowed iteration is reached. The details of the algorithm are as follows:

**Algorithm 5.1 : Optimising the weights of linear equaliser to minimise BER**

(i). Estimate the channel model \( a(i) \).

(ii). Solve for the MMSE solution \( w_{mmse} \).

Let \( n = 1, w(n) = w_{mmse}, \mu(n) = \nabla(J_{ber}(w(n)))/\|\nabla(J_{ber}(w(n)))\| \).

(iii). Optimise \( w \) with respect to minimising \( P_t \) (Eq. 5.35) using gradient descent [113], i.e.

\( w_{tmp} = w(n) + \mu(n)\nabla(J_{ber}(w(n))) \)

\( w_{tmp} \leq J_{ber}(w(n)) \)

\( [w(n+1) = w_{tmp}/||w_{tmp}||; \quad /* Upate new weights */ \)
\[
\mu(n+1) = \mu(n) + 2; \quad \text{/* Increase step size */}
\]

else

\[
\{ \text{w}(n+1) = \text{w}(n); \quad \text{/* Retain old weights */}
\mu(n+1) = \mu(n) + 0.3; \quad \text{/* Reduce step size */}
\}
\]

(iv. \( n = n+1; \)

(v. if \( n \leq \text{max iterations} \) Goto (iii).

The vector \( \text{w}(n) \) is the weight vector of the equaliser at iteration \( n \), \( \mu(n) \) is a positive real-value and \( \nabla(J_{ker}(\text{w}(n))) \) is the gradient vector of \( P_l \) using \( \text{w}(n) \), i.e.

\[
\nabla(J_{ker}(\text{w}(n))) = [\partial P_l/\partial w_1 \; \partial P_l/\partial w_2 \; \ldots \; \partial P_l/\partial w_m]^T,
\]

where \( \partial P_l/\partial w_k, 1 \leq k \leq m \), is

\[
\partial P_l/\partial w_k = \frac{1}{N_s} \sum_{j=1}^{N_s} \frac{\partial Q(k_j^l/\sigma_e)}{\partial w_k}.
\]

By the chain rule, each \( \partial Q(k_j^l/\sigma_e)/\partial w_k \) can be expressed as

\[
\frac{\partial Q(k_j^l/\sigma_e)}{\partial w_k} = \frac{\partial Q(k_j^l/\sigma_e)}{\partial \zeta_j} \frac{\partial \zeta_j}{\partial w_k}.
\]

After some algebra \(^6\) it can be shown that

\[
\frac{\partial Q(k_j^l/\sigma_e)}{\partial w_k} = \frac{1}{\sqrt{2}} \frac{1}{\sqrt{\sigma_e}} \left( \frac{c_j^T \text{w}}{\sqrt{\text{w}^T \text{w}}} \right) \left( \frac{w_k(c_j^T \text{w}) - (\text{sgn}(c_j^T \text{w})c_j k \sum_{i=1}^{m} w_i^2)}{\sigma_e \sqrt{\pi (\sum_{i=1}^{m} w_i^2)^{3/2}}} \right).
\]

In the above derivation, we have used \( p = 0 \), i.e. the origin is a point in the decision boundary.

We will prove later in the chapter that \( p = 0 \) is a valid boundary point for our equalisation problems.

\(^6\)Such partial differentiation can be easily solved using symbolic-mathematical packages like Maple. Maple is a registered trademark of Waterloo Maple Software. The Maple code used to derived \( \partial Q(k_j^l/\sigma_e)/\partial w_k \) is listed in Appendix B.
Example: Channel $H(z) = 0.5 + 1.0z^{-1}$

To examine the operations of Algorithm 5.1, it is applied to optimise the weights of a linear equaliser operating on the channel $H(z) = 0.5 + 1.0z^{-1}$ with delay order $d = 1$, feedforward order $m = 2$ and SNR = 20dB. As illustrated in Figs. 5.6 and 5.7, the MMSE and MBER solutions for this problem are significantly different. To start the optimisation, we first evaluate the MMSE weights assuming perfect knowledge of the channel model and noise statistics. The weights are then iteratively updated if the modification of the weights improves the BER performance.

Figs. 5.8a-e depict the changes in the BER, MSE, weight values, and the step size $\mu$ during optimisation. The results show that there were no change in the weights value in the first two iterations. This is because the updating vector $\mu(n)[-\nabla(J_{ber}(w(n)))]$ is too large, and the weights $w_{tmp}$, if accepted, will actually cause a degradation in performance. When the $\mu$ value is reduced to a sufficiently small value in $n = 2$, the updated weights were accepted and the corresponding BER plot showed a jump in improvement from a value of $-4.84$ to $-5.78$, while the MSE value showed an increase from $0.217$ to $0.264$. From iterations $n = 3, \ldots, 20$, some updates of the weights occurred as indicated by the positive increase in the step size values. The changes to the weights are however very small, and little changes in the values of MSE and BER were actually observed. After 20 iterations, the step size plot (Fig. 5.8e) shows that $\mu$ converges to 0 indicating that the weights have converged to the MBER solution.

Fig. 5.9a compares the BER performance of the Bayesian equaliser and the linear equaliser with weights minimised by MMSE and MBER on channel $H(z) = 0.5 + 1.0z^{-1}$ using delay order $d = 1$ for various SNRs. The results indicate that the linear equaliser's performance was improved by applying the MBER criterion and that the best equaliser solution is the optimum nonlinear Bayesian equaliser.

Fig. 5.9b compares the same three equalisers' performance on the same channel using delay order $d = 2$. In this case, only a small improvement was gained by using the MBER linear equaliser over the MMSE equaliser. However, it is observed that the Bayesian equaliser's performance was only slightly better than the MMSE and MBER solution.
Figure 5.8: Optimisation behaviour of the equaliser for channel $H(z) = 0.5 + 1.0z^{-1}$, $m = 2$, $d = 1$, SNR=20dB: (a) BER plot, (b) MSE plot, (c,d) $w_1$, $w_2$ weight value plot, (e) Step-size $\mu$ plot.
Figure 5.9: BER performance of the Bayesian equaliser, the MBER and MMSE linear equaliser for channel $H(z) = 0.5 + 1.0 z^{-1}$ using $m = 2$ and (a) delay $d = 1$, (b) delay $d = 2$.

Example: Channel $H5(z) = 0.3482 + 0.8704 z^{-1} + 0.3482 z^{-2}$

Another channel $H5(z) = 0.3482 + 0.8704 z^{-1} + 0.3482 z^{-2}$ was used to study the effects of optimisation using the MBER cost function. The parameters used for the equaliser were delay order $d = 1$ and feedforward order $m = 4$ operating under a SNR condition of $20$dB. The initial MMSE weights of the equaliser were evaluated by assuming perfect knowledge of the channel model and noise statistics. Fig. 5.10 illustrates the changes in the values of BER, MSE, weights and $\mu$ during optimisation. For this example, convergence is reached approximately after 20 iterations and the results showed that the BER was improved from $-3.05$ to $-3.37$ while the MSE value showed a degradation from 0.198 to 0.231. The weights showed little changes after convergence (20 iterations), although the step size $\mu$ parameter exhibited some oscillation behaviour indicating that updates to the weights were still being carried out.

The BER performance of the MMSE linear equaliser, MBER linear equaliser and the Bayesian equaliser for the channel $H5(z)$ for various SNR is depicted in Fig. 5.11. It is observed that the Bayesian equaliser achieves the best BER performance followed by the MBER linear equaliser, and the worst performance by the MMSE linear equaliser.

From the simulation results, we have seen that for some cases, significant improvement in misclassification performance may be achieved by optimising the weights of the linear equaliser using the MBER cost function instead of the MMSE cost function, and for other cases, the results show that there is no significant gain to be achieved by optimising the weights to minimise the BER. It is, however, not possible to know in advance if BER optimisation would result in a much better BER performance over the MMSE linear equaliser.
Figure 5.10: Optimisation behaviour of the equaliser for channel \( H5(z) = 0.3482 + 0.8704z^{-1} + 0.3482z^{-2} \) operating at SNR = 20dB: (a) BER plot, (b) MSE plot, (c) \( \{w_1, w_2, w_3, w_4\} \) weight values plot, (d) Step-size \( \mu \) plot.

Figure 5.11: Comparing the performance of Bayesian, MBER, and MMSE feedforward equaliser for channel \( H5(z) = 0.3482 + 0.8704z^{-1} + 0.3482z^{-2} \), the parameters of the equaliser used were delay order \( d = 1 \) and feedforward order \( m = 4 \).
5.4.3 Proof that the origin is a boundary point

In the previous section, we assumed that the boundary realised by the linear equaliser should pass through the origin. We will prove in this section why this is so. The proof is presented by comparing the performance of the equalisers which have parallel decision boundaries, i.e., decision boundaries that pass through the origin, and a parallel decision boundary that does not pass through the origin. By showing that the decision boundary which passes through the origin results in the smallest misclassification probability, we conclude that the linear equaliser should have the decision boundary passing through the origin.

The general equation of the linear equaliser’s decision function with an offset term is,

\[ f_l(x) = \sum_{i=1}^{m} w_i r(k - i + 1) + z. \]  

(5.40)

In the case when \( z = 0 \), the realised decision boundary will pass through the origin and in the case when \( z \neq 0 \), the decision boundary will be shifted along the normal of the boundary by distance \( b \) [115], where

\[ b = \frac{z}{\sqrt{w^T w}}. \]  

(5.41)

The purpose of the boundary is to partition the set of channel states \( C_d = \{c_j\}, 1 \leq j \leq N_s \) into two regions. In the following analysis, we will assume that the delay order is chosen such that the set of channel states \( C_d^{(\pm)} \) and \( C_d^{(\pm)} \) are linearly separable. Given that the transmit symbol is from the set \( \{\pm 1\} \) and therefore is zero mean, the set of channel states \( C_d \) will be symmetrically distributed about the origin. It is this symmetrical distribution of the channel states about the origin that is the key to proving that the offset should be 0.

Fig. 5.12 illustrates the effects of \( z \) on the linear decision boundary for the decision function \( f_l(x) = -2r_1 + r_2 \). Note that the decision boundary of case 2 is parallel to case 1, and that the distance of the decision boundary of case 2 to case 1, along the normal of the boundary, is \( b \).

The probability of misclassification for the equaliser with linear decision boundary is (See Eq. 5.29),

\[ P_l = \frac{1}{N_s} \sum_{c_j \in C_d^{(\pm)}} P_{l|c}(c_j) + \frac{1}{N_s} \sum_{c_k \in C_d^{(\pm)}} P_{l|c}(c_k) \]  

(5.42)

where \( N_s \) = number of possible channel states, \( C_d^{(\pm)} \) and \( C_d^{(\pm)} \) are the set of channel states associated with transmitted symbol \( s(k - d) = +1 \) and \(-1\).
We first show that in the case when the decision boundary passes through the origin, the sum of probability of misclassification due to channel states in the $C_d^{(+)}$ equals the sum of probability of misclassification due to the channel states in $C_d^{(-)}$. This statement can be proved by noting the symmetrical distribution of channel states about the origin, i.e., each channel state $c_j^{(+)} \in C_d^{(+)}$ has a ‘companion’ channel state $c_j^{(-)} \in C_d^{(-)}$ where the values of channel state $c_j^{(-)} = -c_j^{(+)}$, i.e.,

\begin{align}
    c_j^{(+)} &= F[s_j(k)|s(k - d) = +1] \\
    c_j^{(-)} &= F[-s_j(k)|s(k - d) = -1] = -c_j^{(+)}
\end{align}

(5.43) (5.44)

where $s_j(k) = [s_j(k) \cdots s_j(k - m - n_a + 2)]^T$ is the $j^{th}$ combination of $s(k)$, and $F \in \mathbb{R}^{m \times (m+n_a-1)}$ is the matrix\footnote{The matrix $F$ is} defined in Eq. 4.6.

Because of these pairings, the distance of each channel state in $C_d^{(+)}$ to the decision boundary
\[
\xi_j^{(+)} = \frac{(c_j^{(+)})^T w}{\|w\|} = \xi_j^{(-)} = \frac{(-c_j^{(+)})^T w}{\|w\|}.
\]  

(5.45)

Therefore, the total probability of misclassification due to channel states in \(C_d^{(+)}\) is equal to the probability of misclassification due to the channel states in \(C_d^{(-)}\), i.e.,

\[
\frac{1}{N_s} \sum_{c_j \in C_d^{(+)}} P_{\text{e}c}(c_j) = \frac{1}{N_s} \sum_{c_k \in C_d^{(-)}} P_{\text{e}c}(c_k).
\]  

(5.46)

In the case when an offset is introduced in the decision function such that the resultant decision boundary does not pass through the origin, the probability of misclassification due to channel states in \(C_d^{(+)}\) will not be equal to channel states in \(C_d^{(-)}\). If the decision boundary is shifted along the normal of the boundary by a distance \(b\) towards channel states \(C_d^{(+)}\) (as in case 2 of Fig. 5.12), the probability of misclassifications due to channel states in \(C_d^{(+)}\) increases, while the probability of misclassifications due to channel states in \(C_d^{(-)}\) decreases. This is due to the fact that the distance to the boundary of channel states in \(C_d^{(+)}\) decreases by \(b\) while the distance to the boundary of channel states in \(C_d^{(-)}\) increases by \(b\).

The following equations express the probability of misclassification of channel states \(c_j^{(+)\}}\) and \(c_j^{(-)}\) for case 1,

\[
P_{\text{e}c(\text{case}1)}(c_j^{(+)\}) = Q\left(\frac{|k_j^{(+)}|}{\sigma_c}\right), \quad P_{\text{e}c(\text{case}1)}(c_j^{(-)}) = Q\left(\frac{|k_j^{(-)}|}{\sigma_c}\right),
\]

(5.47)

and for case 2,

\[
P_{\text{e}c(\text{case}2)}(c_j^{(+)\}) = Q\left(\frac{|k_j^{(+)}| - |b|}{\sigma_c}\right), \quad P_{\text{e}c(\text{case}2)}(c_j^{(-)}) = Q\left(\frac{|k_j^{(-)}| + |b|}{\sigma_c}\right).
\]

(5.48)

Although the probability of misclassification for channel states in \(C_d^{(+)}\) decreases due to the offset, the overall probability of misclassification of the equaliser increases because the probability of misclassifications due to channel states in \(C_d^{(+)\}}\) are higher than the saving in probability of misclassification from channel states in \(C_d^{(-)}\), i.e.,

\[
\left| P_{\text{e}c(\text{case}2)}(c_j^{(+)\}) - P_{\text{e}c(\text{case}1)}(c_j^{(+)\}) \right| > \left| P_{\text{e}c(\text{case}2)}(c_j^{(-)}) - P_{\text{e}c(\text{case}1)}(c_j^{(-)}) \right|.
\]

(5.49)

This is due to the nature of the error function \(Q(.)\) which is weighted more heavily for values
near zero. Applying the same observation to all the channel states, we have

\[
\begin{align*}
\sum_{c_j^{(+)} \in C_d^{(+)}} P_{t[case2]}(c_j^{(+)}) - \sum_{c_j^{(+)} \in C_d^{(+)}} P_{t[case1]}(c_j^{(+)}) > \sum_{c_j^{(-)} \in C_d^{(-)}} P_{t[case2]}(c_j^{(-)}) - \sum_{c_j^{(-)} \in C_d^{(-)}} P_{t[case1]}(c_j^{(-)})
\end{align*}
\]

Therefore, any shift in the decision boundary away from the origin towards \(C_d^{(+)}\) results in an increase in the probability of misclassification. By observing that the same argument can be applied if the decision boundary had been moved towards \(C_d^{(-)}\), the proof is complete.

### 5.5 Decision Feedback equaliser

This section discusses the linear equaliser with decision feedback. The conventional DFE [3, 71] is based on a symbol-decision structure that employs a linear combination of the channel observations \(r(k)\) and the past decisions as illustrated in Fig. 5.13. We will call this DFE the linear-combiner DFE, in contrast to other DFE structures that use nonlinear combinations of the channel observations and past decisions [18, 73, 75, 82, 112].

The linear-combiner DFE’s structure is very similar to the linear feedforward equaliser’s structure. The difference lies in the DFE’s decision function which now includes the application of past detected symbols [3, 71], i.e.,

\[
f_l(r(k), \hat{s}_d(k)) = w^T r(k) + b^T \hat{s}_d(k),
\]

where \(w\) and \(r(k)\) are the linear-combiner DFE’s feedforward weights and feedforward input vector respectively, and \(b\) and \(\hat{s}_d(k)\) are the feedforward weights and the vector of past detected symbols respectively. The vector \(\hat{s}_d(k)\) is

\[
\hat{s}_d(k) = [\hat{s}(k-d-1) \cdots \hat{s}(k-d-n)]^T \in R^n,
\]

where \(d\) is the delay order parameter and \(n\) is the number of feedback terms. By comparing Eq. 5.51 to the linear equaliser’s decision function (Eq. 5.4), it is obvious that the linear-combiner DFE’s feedforward structure is identical to the linear feedforward equaliser and that the function of the weighted feedback term \(b^T \hat{s}_d(k)\) is to introduce an offset in the linear boundary as discussed in the previous section (Sec. 5.4.3). Under the assumption that the equaliser’s past decisions are correct, \(b^T \hat{s}_d(k)\) can be designed to eliminate a large proportion of ISI without enhancing noise [3, 71]. The feedforward section \(w^T r(k)\) then takes care of the
remaining ISI. The weights of the DFE are usually chosen by minimising the MSE criterion. 
We will call such linear DFE the MMSE linear-combiner DFE.
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Figure 5.13: Schematic of a generic decision feedback equaliser.

5.5.1 Effects of introducing feedback

To illustrate how feedback helps to remove ISI, we apply the MMSE linear-combiner DFE to 
channel \( H(z) = 0.5 + 1.0z^{-1} \) using delay \( d = 1 \), feedforward order \( m = 2 \), and feedback order 
\( n = 1 \) for SNR=15dB. The set of channel states for this problem is listed in Table. 5.1.

In the original equalisation problem without feedback, the linear equaliser is required to partition 
the full set of \( N_s = 8 \) channel states in \( C_d \) into two regions. By using past detected symbol 
information, the number of channel states that may occur is reduced from \( N_s \) to \( N_s/2^n \) [18]. For 
example, if \( s(k) = s(k-2) = +1 \) for our equalisation problem, the set of channel states that may 
occur is reduced to the set \( \{ c_1, c_3, c_5, c_7 \} \), and similarly, if the feedback \( s(k) = s(k-2) = -1 \), 
the set of channel states that may occur is reduced to the set \( \{ c_2, c_4, c_6, c_8 \} \). This reduction of 
available combinations of channel state is illustrated in Fig. 5.14. Assuming that the feedback is 
correct, the reduced number of available channel states often results in decision boundaries 
becoming simpler and the non linearly separable equalisation problem becoming linear separable.
In addition, the minimum distances of the channel states to the decision boundary normally 
become larger which in turn result in less probability of misclassification.

The decision boundaries of the MMSE linear-combiner DFE and linear feedforward equaliser 
are illustrated in Fig. 5.14. Note from the diagrams that the conditional linear-combiner DFE 
boundaries for feedback \( s_b(k) = +1 \) and \( s_b(k) = -1 \) are parallel. This can also be observed 
by realising that the value \( b^T s_b(k) \) is the offset term \( z \) in the decision function as described
<table>
<thead>
<tr>
<th>S/No</th>
<th>Transmitted sequence $s_j$</th>
<th>Channel state $\hat{c}_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$[ s(k) \ s(k-1) \ s(k-2) ]$</td>
<td>$[ \hat{r}(k) \ \hat{r}(k-1) ]$</td>
</tr>
<tr>
<td>1</td>
<td>1  1  1</td>
<td>1.5 1.5</td>
</tr>
<tr>
<td>2</td>
<td>1  1 -1</td>
<td>1.5 -0.5</td>
</tr>
<tr>
<td>3</td>
<td>1 -1  1</td>
<td>-0.5 0.5</td>
</tr>
<tr>
<td>4</td>
<td>1 -1 -1</td>
<td>-0.5 -1.5</td>
</tr>
<tr>
<td>5</td>
<td>-1  1  1</td>
<td>0.5 1.5</td>
</tr>
<tr>
<td>6</td>
<td>-1  1 -1</td>
<td>0.5 -0.5</td>
</tr>
<tr>
<td>7</td>
<td>-1 -1  1</td>
<td>-1.5 0.5</td>
</tr>
<tr>
<td>8</td>
<td>-1 -1 -1</td>
<td>-1.5 -1.5</td>
</tr>
</tbody>
</table>

Table 5.1: Transmitted sequence and received channel states for channel $H(z) = 0.5 + 1.0z^{-1}$

in Eq. 5.40. From Fig. 5.14, we can also see that the channel states $\{c_3, c_5\}$ (Fig. 5.14a) and $\{c_4, c_6\}$ (Fig. 5.14b) are further away from the MMSE DFE boundary than the linear equaliser’s decision boundary. This increase in distance away from the boundary is the reason why the MMSE linear-combiner DFE has less probability of misclassification during equaliser’s operation. There is however one problem when applying past detected symbols in the decision function, that of error propagation [108-111] which occurs when wrongly detected symbols are passed into the feedback vector. Error propagation however is not catastrophic and in most cases the loss due to its effect is not significant.

The results of the Monte Carlo simulation using the MMSE linear feedforward equaliser, MBER linear feedforward equaliser, and the MMSE linear-combiner DFE for the channel $H(z)$ using delay order $d = 1$, feedforward order $m = 2$, and for the DFE feedback order $n = 1$ is illustrated in Fig. 5.15. The simulation results show that the MMSE linear-combiner DFE perform better than both the equaliser without feedback and that the performance loss due to error propagation of the DFE is approximately 2dB at SNR equals to 12dB, but becomes smaller at higher SNR.

*Although $\{c_1, c_7\}$ (Fig. 5.14a) and $\{c_2, c_8\}$ (Fig. 5.14b) becomes nearer to the MMSE linear-combiner DFE boundary, their distance to the boundary are further away than channel states $\{c_3, c_5\}$ and $\{c_4, c_6\}$ which dominates the probability of error.*
Figure 5.14: Conditional set of possible channel state locations and decision boundaries for MMSE linear-combiner DFE and MMSE linear feedforward equaliser for feedback: (a) $s_b(k) = [+1]$, (b) $s_b(k) = [-1]$.

Figure 5.15: Comparison of Feedforward Eq, and DFE Equaliser for channel $H(z) = 0.5 + 1.0z^{-1}$ using delay $d = 1$ and $m = 2$. (DFE uses $n = 1$, i.e. feedback vector is $s(k-2)$.)
As described in Sec. 4.5.3, it is possible to convert the DFE structure into a feedforward structure by introducing a transformation to cancel the past detected symbol’s ISI from the input vector $r(k)$. That is, the new transformed input vector $r'(k)$ to the DFE equaliser is

$$r'(k) = r(k) - F[0, s_{\delta}(k)]. \quad (5.53)$$

Fig. 5.16 illustrates the schematic layout of the DFE with the transformation process. To apply the transformation, an estimate of the channel must be available in addition to the values of the feedback vector $s_{\delta}(k)$ values. By applying the feedback information this way, the problem is reduced to a linear feedforward equaliser. Therefore by reducing the DFE problem to a feedforward equalisation problem, it is obvious that the MBER optimisation procedure to optimise the weights of the feedforward weights of the DFE can be carried out.

Fig. 5.17 illustrates the translated channel states and decision boundary for channel $H(z) = 0.5 + 1.0z^{-1}$. The diagram shows the translation of subset channel states $\{e_1, e_3, e_5, e_7\}$ and $\{e_2, e_4, e_6, e_8\}$ into $\{e_1', e_3', e_5', e_7'\}$. Notice that the MMSE solution in this case is far away from the best possible linear solution. In general, the minimum MSE solution is different from the minimum BER solution. Fig. 5.17 also suggests that the linear-combiner DFE can also be optimised for BER to improve on the equaliser’s performance.

---

In this study, we will assume that the statistics of the channel is completely known.
Figure 5.17: Illustration of translated channel states and the corresponding Bayesian DFE decision boundary, MBER DFE linear boundary and the MMSE DFE linear boundary for channel \( H(z) = 0.5 + 1.0z^{-1} \) with \( m = 2, d = 1 \) and SNR = 10dB.

### 5.5.3 MBER DFE: some simulation results

Two examples are used to compare the MMSE and MBER solutions of a linear-combiner DFE. The first example uses the two-tap channel \( H(z) = 0.5 + 1.0z^{-1} \) and the following equaliser’s parameter \( m = 2, d = 1 \) and \( n = 1 \). The decision boundaries of the Bayesian DFE, the MMSE and MBER linear-combiner DFE plotted in the translated observation space \( r'(k) \) are shown in Fig. 5.17. Fig. 5.18 compares the BERs as a function of SNR with detected symbols being fed back for these three DFEs. Note that the MBER DFE’s performance is very similar to the Bayesian DFE. This result agrees with the decision boundary plot (Fig. 5.17) which indicated that the MBER DFE’s decision boundary closely approximates the Bayesian solution.

The second example uses a 5-tap channel with the following transfer function

\[
H6(z) = 0.227 + 0.466z^{-1} + 0.688z^{-2} + 0.466z^{-3} + 0.227z^{-4}
\tag{5.54}
\]

and equaliser’s parameter \( m = 5, d = 4 \), and \( n = 4 \). The BERs of the Bayesian DFE, the MMSE and MBER linear-combiner DFEs with detected symbols being fed back are plotted in Fig. 5.19, where it can be seen that the performance of the MBER linear-combiner DFE is better than the MMSE solution. The performance gap between the Bayesian DFE and MBER linear-combiner DFE confirms the fact that the real optimal solution for the DFE structure is generally nonlinear. The “best linear solution” is sub-optimal in nature. However, the usual MMSE solution is inferior to this “best linear solution”.
Figure 5.18: Comparing the performance of Bayesian, MBER, and MMSE DFE equalisers for channel \( H(z) = 0.5 + 1.0z^{-1} \) with detected symbols being fed-back. The parameters of the equaliser used were delay \( d = 1 \), \( m = 2 \) and \( n = 1 \).

Figure 5.19: Comparing the performance of Bayesian, MBER, and MMSE DFE equalisers for channel \( H_6(z) = 0.227 + 0.466z^{-1} + 0.688z^{-2} + 0.466z^{-3} + 0.227z^{-4} \) with detected symbols being fed-back. The parameters of the equaliser used were delay \( d = 4 \), \( m = 5 \) and \( n = 4 \).
This chapter examined the linear equaliser's performance. In particular, we highlighted the effects of delay order on decision boundaries geometrically, and showed using computer simulation results the significant effects of delay order on BER performance. Analysis of the difference in capability of the Bayesian equaliser’s decision function and the linear equaliser’s decision function was also presented. To improve the MMSE linear equaliser’s performance, we proposed optimising the weights using the MBER criterion. Our results indicated that in some cases, performance could be improved. This MBER optimisation was also extended to feedforward weights of the DFE.
Chapter 6

Conclusions

6.1 Introduction

The work described within this thesis is primarily concerned with the application of nonlinear models with linear-in-the-parameter structure to time series prediction and digital communication channel equalisation. In particular, the Volterra and RBF expansion techniques of introducing nonlinearity into the linear models were considered in detail. Such expansion techniques, however, can generate very large initial models which are generally unacceptable for practical applications. To reduce the model size the OLS subset model selection technique [10,11,53,54] was studied. In this study, one major objective was to compare the performance of nonlinear models to that of conventional linear models for time series prediction and equalisation problems. Our results and analysis have shown that nonlinear models have superior performance over linear models in both applications.

In the next section, the work performed is first summarised and specific achievements accomplished are highlighted (Sec. 6.2). In Sec. 6.3, the limitations of the current work are discussed and some new directions for future work are proposed.

6.2 Summary and specific achievements of work performed

The work examined in the thesis can be broken down into two major parts. In the first part, chapters 2 and 3, the problems of model selection using the OLS algorithm and the application of nonlinear predictors for time series prediction were examined. In the second part of the thesis, chapters 4 and 5, the problem of digital communication channel equalisation using linear and nonlinear filters was considered. The major outline of each chapter is given in the following paragraphs.

The objective of chapter 2 was to briefly introduce the background of work considered in the thesis. In chapter 3, three results regarding the OLS algorithm and RBF predictor were presented. The first result concerned the sub-optimum nature of the OLS algorithm selection process.
To improve the selection process, a back-tracking OLS algorithm was proposed [12]. Computer simulations were conducted to compare the performance of the subset models found using these two selection techniques. Although the results indicated that the back-tracking method can find better subset models, the improvements were also shown to be very small, and for all practical purposes, the OLS's solution would be sufficient. The second result presented in chapter 3 concerned the OLS algorithm's implementation requirement. Although the OLS algorithm is known to be very efficient, our studies revealed that it is possible to further reduce the implementation complexity by introducing some pre-processing steps [13, 16]. The pre-processing steps are introduced by performing an orthonormal transformation on the original regression problem to reduce the size of the information matrix. Two different pre-processing techniques, the reduced OLS-Gram Schmidt and reduced OLS-SVD, were considered. The computational requirement of the reduced OLS-Gram Schmidt and OLS algorithm were compared using some examples, and the results showed that the reduced OLS method can ease the implementation requirement. The third result reported in chapter 3 concerned the application of RBF predictors to time series predictions. Using computer simulations, we showed that the performance of nonlinear RBF predictors was superior to that of linear predictors for predicting nonlinear stationary time series. The performance of the RBF predictor, however, showed significant degradation in performance when the time series to be predicted exhibited homogeneous non-stationary behaviour. To improve the predictive performance, the gradient RBF network [15, 16] was introduced. The GRBF predictor is based on having the nonlinearity of the model respond to the gradient of the time series. As such, the effects on the varying trends and mean would be reduced and hence the predictor's performance would be improved. This is confirmed using computer simulation results which compare the GRBF predictor and RBF predictor for such time series problems.

The second part of the thesis, chapters 4 and 5, examined the application of nonlinear filter to channel equalisation problems. Chapter 4 first introduced the channel equalisation problem and then derived the optimum solution for the symbol-by-symbol detection equalisation problem, the Bayesian equaliser. It was shown that the Bayesian equaliser's decision function is nonlinear and its structure identical to the RBF model. In addition, it was demonstrated that the RBF model can realise the Bayesian equaliser if the channel statistics are given. Three main results were reported in this chapter. The first result reported concerned the effects of delay order parameter on the equalisation problem. Our studies showed that the use of different delay order parameters not only changes the shape of the decision boundaries, it also limits the performance of the optimum equaliser operating under a fixed SNR condition [19]. That is, for the same SNR condition, the performance of the optimum Bayesian equaliser can result in significantly different levels of classification performance. To determine the optimum operating delay order, a simple method of estimating the BER performance of the Bayesian equaliser was proposed. Simulations were conducted to compare the results of the proposed estimator to those obtained from Monte Carlo simulations. The results showed that the proposed estimator is quite accurate and hence may be used to determine the effective operating delay order. The second
main result concerned the selection procedure for reducing the implementation complexity of
the RBF Bayesian equaliser. In the full implementation of the RBF Bayesian equaliser, a
considerable amount of computational processing is required during the equaliser's operation.
This makes the RBF implementation unattractive for practical applications. To reduce the
implementation complexity, a model selection technique to select a reduced-size RBF equaliser
was examined [19, 21]. Our results showed that some centres from the RBF equaliser may
be removed without introducing significant degradation to classification performance if these
centres are selected carefully. The third and last result reported in this chapter concerned the
application of decision feedback to the equaliser's operation. It was shown that the introduction
of decision feedback results in the improvement of the equaliser's classification performance and
a reduction in implementation complexity. In addition, we showed that it is possible to convert
the DFE problem to the conventional feedforward equaliser's performance by introducing a
transformation. Such a transformation not only allows us to view the equalisation problem in
an unified manner, it also simplifies the RBF implementation of the Bayesian DFE [20].

Chapter 5 considered the application of linear techniques to channel equalisation. The pur-
pose of this chapter was to introduce linear techniques and then compare the performance
of linear equalisers to those of nonlinear equalisers. The chapter began with an introduction
to the conventional linear equaliser, the MMSE linear equaliser. To highlight the difference
in classification ability between the linear and nonlinear equaliser, some geometric examples
which illustrate the functional mapping of the decision function were given. It was shown that
the linear equaliser's decision function could only realise linear mapping and hence only lin-
ear decision boundaries. This is as compared to the nonlinear method which could generate
much more complicated nonlinear mapping, and hence nonlinear decision boundaries. As the
optimum decision boundary for most equalisation problem is generally nonlinear, the linear
equaliser's solution is normally sub-optimum. In addition, it was also shown that the MMSE
criterion is not the best criterion to use when optimising the linear equaliser's performance. To
improve the linear equaliser's performance, the MBER criterion was considered. The MBER
optimisation was carried out using an iterative gradient descent method. Our results showed
that the MBER linear equaliser normally performs better than the conventional MMSE linear
equaliser [21]. This optimisation scheme was also extended to the linear-combiner DFE by first
introducing the transformation to convert the DFE to the feedforward equaliser's structure [20].

6.3 Limitations of current work and proposal for future work

This section discusses some of the limitations of work performed.

In this thesis, only the Volterra and RBF expansion techniques were considered to perform the
nonlinear expansions for the linear-in-the-parameter structure. Other expansion techniques,
e.g. NARMAX models [37, 38], multivariate adaptive regression splines (MARS) [26, 39], fuzzy
basis function models [40] and so on, were not studied. Therefore, one clear direction for future
work is to consider the other expansion techniques.

The other main limitation of this work was the assumption of stationarity in the problems we have considered. As most real world problems are non-stationary, adaptive implementation is an important area of future work.

Lastly, in the study of MBER optimisation for the linear equaliser, more work can be carried out to examine the nature of the linear equaliser’s BER surface. In this thesis, we had assumed that the BER surface is uni-modal and had performed un-constrained optimisation when optimising for MBER performance. We have however not proved that the actual BER surface is uni-modal. Also, in this study of MBER optimisation, we had begun the optimisation process using the MMSE solution. As the computational requirement for solving for the MMSE weights is high, this may not be a practical choice. The question of having an arbitrary starting point for optimisation should be examined.
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Abstract—The orthogonal least squares (OLS) algorithm [1,2] is an efficient implementation of the forward selection [3] method for subset model selection. The ability to find good subset parameters with only a linearly increasing computational requirement makes this method attractive for practical implementations. In this correspondence, we examine the computational complexity of the algorithm and present a pre-processing method for reducing the computational requirement.

Keywords—OLS, nonlinear model, RBF model, Volterra model.

I. INTRODUCTION
Nonlinear predictors generated using radial basis functions (RBF) [2,4], fuzzy basis functions [5] or Volterra expansions [6] normally result in the formation of very large initial models that have the linear-in-parameter characteristic (Figure 1). Such large initial models can normally be reduced to a much smaller parsimonious model without significant degradation in prediction performance if the subset model’s parameters are chosen carefully.

To find the optimum \( K \)-parameter subset model from an original \( K \)-parameter model, it is required to calculate the performance of all the possible \( K \)-parameter subset models from the original \( K \)-parameter system and choose the best one. This requires prohibitively large amount of computation and is thus not practical.

One applicable method of subset model selection for models with the linear-in-parameter characteristic is the forward selection search [3]. This method, however, has been criticised for not guaranteeing to achieve the optimum solution. Although the criticism is valid, subset models found using the forward selection search is generally good enough for practical applications. Examples can be found in the papers describing the OLS algorithm [1,2] and Korenbergh’s fast orthogonal search [7]; these two methods are derivatives of the forward selection technique.

II. OLS ALGORITHM
Let us represent these nonlinear predictors that have the linear-in-parameter structure as a linear regression model:

\[
y = Xh + e
\]

where \( y \) is the desired signal vector, \( X \) is the information matrix of size \( N \times K \), \( h \) is the parameter vector of the model and \( e \) the error vector of approximating \( y \) by \( Xh \). The column vectors \( y \) and \( e \) contain \( N \) elements, that is, there are \( N \) data samples and \( N \) values of error.

The original \( X \) matrix have \( K \) columns. To create a parsimonious model which has \( R \) parameters, we are actually trying to pick \( R \) columns from the input matrix \( X \) to form a subset input matrix \( X_s \). The OLS algorithm selects columns from the input matrix sequentially. At each selection, all the unused columns are studied to determine how each column will contribute to fit the desired vector \( y \) with the current subset \( X_s \). The column that provides the best combination with \( X_s \) to model \( y \) will be picked to form the new \( X_s \). The above procedure is repeated until the number of columns in \( X_s \) equals to \( R \). The selection procedure is made very efficient by employing orthogonalisation schemes such as the Gram-Schmidt or the Householder transformation [8]. The details of the algorithm can be found in Chen et al [1,2].

III. COMPUTATION REDUCTION OF OLS METHOD
The computational requirement in applying the OLS algorithm to find subset models from an initial information matrix \( X \) is proportional to the size of \( X \). In the situation when \( N \gg K \), where \( N \) and \( K \) are the numbers of rows and columns in \( X \) respectively, it may be possible to reduce the computation requirement of the OLS by first introducing an invariant transformation on the matrix \( X \) and then applying the OLS on the transformed data.

This is accomplished by pre-multiplying equation (1) by an orthonormal matrix which spans the column space of \( X \) [8] to transform the \( N \times K \) matrix \( X \) and the \( N \times 1 \) vector \( y \) to a \( K \times K \) matrix \( X \) and a \( K \times 1 \) vector \( y \). This may be though of as pre-processing. The OLS algorithm is then employed to select subset model based on \( X \) and \( y \).

3.1 Reduced OLS Gram Schmidt approach
We first examine the classical Gram-Schmidt (GS) procedure [8] for generating the orthonormal matrix used for the invariant transformation. The information matrix \( X \) can be decomposed into the product of an \( N \times K \) matrix \( Q \) satisfying \( Q^T Q = I \) and a \( K \times K \) upper triangle matrix \( B \), where \( I \) is the identity matrix of appropriate dimension. That is

\[
X = QB
\]

Pre-multiplying both sides of equation (1) by \( Q^T \) yields

\[
Q^T y = Bh + Q^T e
\]
If we introduce $\hat{y} = Q^T y$, $\hat{X} = B$ and $\hat{e} = Q^T e$, we can rewrite equation (3) as

$$\hat{y} = \hat{X}h + \hat{e}$$

(4)

$\hat{y}$ and $\hat{e}$ are $K \times 1$ vectors and $\hat{X}$ is a $K \times K$ matrix. We can then apply the OLS algorithm to perform subset selection based on $\hat{y}$ and $\hat{X}$. We call this method the reduced-OLS GS approach.

A $K$-term subset model found using the reduced-OLS GS approach is identical to that of applying the OLS on the original data. This is because the transformed data $\hat{X}$ and $\hat{y}$ are created by performing a unitary transformation $\Lambda$ on $X$ and $y$. As such transformation preserve the length of each column vector and the angle between two vectors, we have not lost or created any new information when we transform equation (1) into equation (4).

The amount of computation required to apply the invariant transformation by this method requires approximately $N \times K^2$ multiplications [8]. If saving in computation by using $\hat{X}$ and $\hat{y}$ for subset selection offsets the additional computation of pre-processing, this reduced OLS approach is justified. Computational complexity of this reduced OLS algorithm for subset model selection has been analysed, and we illustrate the results using an example showing the number of multiplications needed for subset selection performed by the OLS or the reduced-OLS GS algorithm to find the required subset model.

The following equation can be used to calculate the number of multiplications performed by the OLS to select a subset model of $R$ parameters from an information matrix $X$ of size $N \times K$:

No. multiplications (OLS) =
$$\sum_{i=1}^{R} (3N(K-i-1)) + \sum_{i=1}^{R-1} (2N(K-i))$$

(5)

The number of multiplications required to perform the pre-processing using the GS decomposition is calculated using:

No. multiplications (GS decomposition) = $NK^3 + NK$

(6)

Therefore, the total number of multiplications required to perform a subset selection by the reduced-OLS GS approach is:

No. multiplications (reduced-OLS GS) = $NK^2 + NK +$
$$\sum_{i=1}^{R} (2K(K-i-1)) + \sum_{i=1}^{R-1} (2K(K-i))$$

(7)

3.2 Reduced-OLS SVD approach

To further reduce the computational load of the OLS, we can use an approximated matrix $\tilde{X}$ to represent $X$. We define $X$ and $\tilde{X}$ as

$$X = UAV^T$$

$$\tilde{X} = U_s A_s V_s^T \quad \kappa < K$$

(8)

(9)

where the columns of $U$ are the left eigenvectors, $A$ is the diagonal matrix containing the singular values and the rows of $V^T$ are the right eigenvectors formed by using singular value decomposition (SVD) [8] on $X$. The singular values in $A$ are arranged such that $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_K$. The $N \times \kappa$ matrix $U_s$ is formed by using the first $\kappa$ columns of $U$, the diagonal $\kappa \times \kappa$ matrix $A_s$ is formed by using the first $\kappa$ rows and columns of $A$, and the $\kappa \times \kappa$ matrix $V_s^T$ is formed by using the first $\kappa$ rows of $V^T$. The matrix $\tilde{X}$ is a rank-$\kappa$ approximation of the matrix $X$ created by the product of $U_s$, $A_s$, and $V_s^T$.

If $\tilde{X}$ is used to approximate $X$, equation (1) can be approximated by

$$\begin{align*}
\hat{y} & \approx \hat{\tilde{X}}h + \hat{e} \\
& \approx \hat{X}h + \hat{e}
\end{align*}$$

(10)

By multiplying the previous equation by $U_s^T$, we get

$$U_s^T \hat{y} \approx \Lambda_s^T \tilde{\hat{e}} + U_s^T e$$

(11)

If we introduce the $\kappa \times 1$ vectors $\tilde{\hat{y}}_s = U_s^T \hat{y}$ and $\tilde{\hat{e}}_s = U_s^T e$, and the $\kappa \times K$ matrix $\tilde{X}_s = U_s A_s V_s^T$, equation (11) can be written as

$$\tilde{\hat{y}}_s = \tilde{\tilde{X}}_s h + \tilde{\hat{e}}_s$$

(12)

Since the dimensions of $\tilde{\hat{y}}_s$ and $\tilde{\tilde{X}}_s$ are smaller than those of the vector $\hat{y}$ and matrix $X$ in equation (4), the computation requirement is further reduced when the OLS algorithm is applied. This method is only appropriate when the approximation of $X$, i.e., $\tilde{X}$, is created by a sufficiently large rank-$\kappa$, otherwise the subset model found may not be good.

IV. RESULTS OF REDUCED OLS METHODS

Computer simulation was carried out to evaluate the quality of subset models found using the reduced-OLS methods. Subset models were selected from two different 8-tap nonlinear predictors used for predicting a chaotic Mackey-Glass time series. The first predictor was created using a degree 3 and embedding-vector-length 0 Volterra expansion. The second predictor was created by combining a 6-tap linear predictor with a 78-tap RBF predictor.

For the experiment, 500 samples from the Mackey-Glass time series were used to generate the information matrix. The information matrix $X$ thus had a size of $500 \times 84$. To measure the modelling quality of the predictor, the normalised mean square error (NMSE) was used:

$$NMSE = 10 \log_{10} \left( \frac{1}{N} \sum_{i=1}^{N} \frac{e_i^2}{s_i^2} \right)$$

(13)

where $s_i$ is the desired signal value at sample $i$, and $e_i = s_i - \hat{s}_i$. From equation (13), we can see that when we have perfect prediction, i.e., $e_i = 0$ for all $i$, the NMSE will be $-\infty$ dB. When there is no prediction, i.e., $s_i = 0$, $e_i = s_i$ for all $i$, the NMSE will be 0 dB.

The subset models found using the reduced-OLS GS approach were identical to those selected by the OLS using the original data. This, however, is not true for the models
found using the reduced-OLS SVD approach. The reason is that the reduced-OLS SVD scheme selected subset models based on $\tilde{X}_k$ and $\tilde{y}_k$, which are approximations of the original data.

Figure 3 depicts the predictive performance of subset models selected from the Volterra predictor. The results show that when approximation rank $\kappa = 40$ is used, subset models selected with sizes less than 22 have almost equivalent performance to those selected using the full model. This suggests that information regarding the first 22 significant regressors were not lost when we approximated the rank 84 matrix $X$ by the rank 40 matrix $X_R$. When an approximation rank 60 is used, there is hardly any difference between the subset models selected by the reduced-OLS SVD algorithm and those chosen by the OLS algorithm using the original data.

Similar results were also found for subset models generated from the second nonlinear predictor (figure 4). That is, subset models found with large approximation rank have very similar predictive performance characteristics to those selected using the original data.

V. Conclusions

A method of reducing computational requirement of the OLS subset model selection algorithm has been presented. This reduction is significant when the number of rows in the information matrix $X$ is significantly larger than the number of its columns. Two schemes of the reduced-complexity OLS method have been proposed. The first scheme is based on a Gram-Schmidt pre-processing and will provide identical results to those obtained using the original input matrix and the desired output vector. For the second scheme based on a SVD pre-processing, it has been shown that we can always trade in subset selection performance for computational complexity.

Acknowledgements

We would like to thank David Hughes for providing the Mackey-Glass data used in the simulations.

References

Fig. 3: Performance of subset model found using reduced-OLS on the Volterra predictor.

Fig. 4: Performance of subset model found using reduced-OLS on the RBF predictor.
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Abstract. The radial basis function (RBF) network has become a popular choice of neural network to be used for nonlinear time series prediction [1–3]. Although the results have been encouraging for modelling time invariant nonlinear systems, it is difficult to achieve the same level of success for tracking nonstationary signals [4]. In this article, we present a method of modifying the classical RBF networks, which improves the predictive accuracy for nonlinear and nonstationary data.

1 Introduction

Although the RBF network has achieved considerable success in the application to stationary nonlinear time series prediction, it is unable to achieve the same level of success for tracking nonstationary series. This is because the RBF network, like many other neural network models, does not characterise temporal variability well. Since real-world signals are often not only nonlinear but also nonstationary, it is desired to develop predictors which can handle signals that exhibit both such characteristics.

To improve the predictive performance for nonstationary data, we propose a gradient RBF (GRBF) network which is a modification of the classical RBF network. In the classical RBF network, the centers of the hidden nodes can be interpreted as prototype vectors which are used to sense the presence of the input pattern. That is, if a center matches the network input vector, the corresponding hidden node will fire strongly. While in the GRBF network, a hidden node’s function is to sense the presence of a prototype vector’s gradient. This significantly improves the predictive capability of the network in the situation where nonstationarity of the signal is due to the variations of mean and trend.

In using this GRBF network, we are exploiting the idea that, by performing a suitable difference operation on a nonstationary signal, the resulting signal becomes stationary. This idea is used in the auto-regressive integrated moving average (ARIMA) model [5] for linear prediction of nonstationary signals. By incorporating a similar mechanism into the RBF network, we can create a network model that is capable of dealing with nonlinear and nonstationary signals.

2 The Gradient Radial Basis Function Network

The GRBF network, like the RBF network, is a single-hidden-layer feedforward neural network [3]. It consists of an input layer with M input elements, a hidden layer with K hidden nodes and, in this study, an output layer with 1 node. There are however two main differences between the RBF network and the GRBF case.

Firstly, the input vector to the RBF network contains past samples of the time series \{y_i\} while the input vector to the GRBF network is generated by differencing the raw data \{y_i\}. The order of differencing determines the order of the GRBF network. For example, if the input vector to the RBF network at time \(i\) is given by

\[
x_i = [y_{i-1}, y_{i-2}, \ldots, y_{i-M}]^T
\]

then the input vector of the 1st-order GRBF network at time \(i\) is

\[
x'_i = x_i - x_{i-1} = [y_{i-1} - y_{i-2}, \ldots, y_{i-M} - y_{i-M-1}]^T
\]

The elements of \(x'_i\) show the rate of change in the time-series trajectory for the past \(M\) samples.
Secondly, the function of the hidden node for the GRBF network is different from that of the RBF network. Figure 1 depicts the structure of the 1st-order GRBF network. Although the Gaussian function still serves as the nonlinear function which compares the similarity of the input vector to the hidden node’s center, the response of the Gaussian function is now multiplied by an additional term \((y_{-1} + \delta_j)\). The response of the j-th hidden node of a 1st-order GRBF network to the input vector \(x'_j\) is therefore given by

\[
\phi_{ij} = \exp(-\alpha \|x'_j - c'_j\|) \times (y_{-1} + \delta_j)
\]

(3)

where \(c'\) is the \(M\)-dimensional center vector of the j-th hidden node, \(\alpha\) is a width parameter, and \(\delta_j\) is a constant value associated with the center.

The term \((y_{-1} + \delta_j)\) can be interpreted as a local single-step prediction of \(y_i\) by the j-th hidden node. From (3), if the input vector is similar to the j-th hidden node, the value of the Gaussian function will be close to 1 and the predictor \((y_{-1} + \delta_j)\) becomes fully active. As in the case of the RBF network, the output layer is a linear combiner with weights \(h_j, 1 \leq j \leq K\). Similar to the selection of RBF centers, \(c_j\) and \(\delta_j\), \(1 \leq j \leq K\), can be selected during training from the training data set \(\{x_j, y_j\}_{y=1}^{N}\), where \(N\) is the number of training data.

For each training input vector \(x'_i\), define \(d_i = y_i - y_{i-1}\). If \(x'_i\) is chosen as the j-th center \(c'_j\), the values of \(\delta_j\) is set to \(d_j\). This ensures that the j-th hidden node is a perfect predictor of \(y_i\).

The rationale behind the GRBF model become obvious when the network performs predictive operation. Each hidden node compares the network input vector \(x'_i\) with its center \(c'_j\). The Gaussian response of each hidden node indicates the degree of matching between \(x'_j\) and \(c'_j\). The hidden nodes thus sense the gradient of the time series rather than the series itself as in the case of the RBF model. The term \((y_{-1} + \delta_j)\) also has a clear geometric meaning; if the j-th center \(c'_j\) matches the gradient \(x'\) of the series, \((y_{-1} + \delta_j)\) is likely to be a very good prediction of \(y_i\). Although the complexity of a GRBF hidden node is greater than that of a RBF hidden node, the GRBF has better generalisation property, particularly in predicting nonstationary time series. This often results in a smaller GRBF network. Therefore, the overall complexity of the GRBF network may not necessarily be greater than that of the RBF network in practical applications.

3 Simulation Results

We present some simulation results of time series prediction using the RBF and GRBF predictors. Initial full models were created by using all the available data in the training set as RBF and/or GRBF centers. Some linear terms were also included into the full models. Subset models were then selected from these large full models using the OLS [2] scheme, and used to evaluate single-step and multi-step prediction performance.

3.1 Results for Stationary Series

The Mackey-Glass (figure 2) chaotic time-series was used to evaluate model predictive performance. Data samples of point 100-600 were used as the training set and samples 601 to 1100 were used as the validation set. The values of \(M\) was chosen to be 6, and the width of Gaussian function was set to \(\alpha = 1.0\). The following types of models were used:

i) L-model - The linear model of order 50.
ii) L0-model - A combination of the linear model and the classical RBF model.
iii) L01-model - A combination of the linear model, the classical RBF and 1st-order GRBF models.

The results of single-step performance for the predictors in training phase are shown in figure 3, where the vertical axis indicates the normalised mean square error (NMSE) in dB. As expected, as the size of each selected subset model increases, the accuracy of the model continued to improve. However, the rate of improvement was not the same for each model. The predictors with GRBF expansion, i.e. L01-model, achieved better error reduction with a smaller model size. This GRBF subset model also performed better on the validation set compared with the linear and classical RBF models, as can be seen in figure 4.

3.2 Results for Nonstationary Series

To examine how the predictors behave for nonstationary series, we used a modified Mackey-Glass time-series (figure 5). This new series was formed by adding sinusoid with amplitude 0.3 and a period of 3000 samples to the Mackey-Glass time series used in the previous example. As the training data were formed from samples 100 to 600 and the validation data consisted of samples from 601-1100, the predictors were trained without being exposed to the change in the level and trend of the test data. The results for the single-step prediction in the validation phase (figure 6) suggest that the GRBF network can perform better than the classical RBF network in a nonstationary environment.
4 Conclusions

We have presented a GRBF network for nonlinear and nonstationary time series prediction. The hidden layer of this GRBF network is designed to respond to the gradient of time-series rather than the trajectory itself. This can usually improve predictive accuracy, particularly for homogeneous nonstationary time series as are demonstrated in the simulation results. Although the discussion was based on time series prediction, this GRBF network can be applied to other signal processing applications.
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Figure 3: Performance of predictors in training phase for Mackey-Glass series  
   a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model

Figure 4: Performance of predictors in testing phase for Mackey-Glass series  
   a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model

Figure 5: Modified Mackey-Glass time series

Figure 6: Performance of predictors in testing phase for modified Mackey-Glass series  
   a) Linear model, b) Linear & RBF model, c) Linear, RBF & 1st order GRBF model.
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Abstract

This paper examines the application of the radial basis function (RBF) network to the modelling of the Bayesian equaliser. In particular, we study the effects of delay order on decision boundary and attainable bit error rate (BER) performance. To determine the optimum delay parameter for minimum BER performance, a simple BER estimator is proposed.

The implementation complexity of the RBF network grows exponentially with respect to the number of input nodes. As such, the full implementation of the RBF network to realise the Bayesian solution may not be feasible. To reduce some of the implementation complexity, we propose an algorithm to perform subset model selection. Our results indicate that it is possible to reduce model size without significant degradation in BER performance.

Indexing Term: Bayesian equaliser, neural networks, RBF network, BER.

1 Introduction

It is well-known that the performance of neural network (NN) equaliser is superior to the conventional linear equaliser for the digital communication symbol-by-symbol equalisation problem [1–3]. The superiority of the NN structure is due to its ability to model the optimum Bayesian decision boundary better than the conventional linear systems. In many practical equalisation problems, the Bayesian decision boundary is often highly nonlinear, and in some cases, not linearly separable. It is thus not surprising that NN techniques, which are capable of modelling any nonlinear decision boundaries, have become very popular in equalisation problems. This paper continues this theme and investigates the application of the radial basis function (RBF) network to realise the Bayesian equaliser.

The paper is organised as follows: In Sec. 2.1, we extend the work reported in [1, 2] to show the effects of delay order on the Bayesian equaliser’s decision boundary and BER performance. Our analysis show that the equaliser achieves different attainable BER performance when different delay order
is applied under the same signal to noise (SNR) operating condition. To determine the optimum delay order, a simple BER estimate for the equaliser is proposed in Sec. 3. The implementation complexity of the RBF equaliser is also discussed, and an algorithm to select small-sized RBF models which approximate the Bayesian solution is presented in Sec. 4.

2 Implementing the Bayesian equaliser

An established model of a digital communication channel subjected to inter-symbol interference (ISI) for a multi-level pulse amplitude modulation (2-ary PAM) scheme is described by the following equation [2, 4]:

\[
r(k) = \sum_{i=0}^{n_a-1} s(k - i) a(i) + \epsilon(k)
\]

(1)

where \(r(k)\) is the received signal at time \(k\), \(s(k)\) is an independently identically distributed (i.i.d) transmitted symbol with symbol constellation defined by the set \(\{\pm 1\}\), \(a(i)\) are the channel impulse response coefficients with the length of the impulse response \(n_a\), and \(\epsilon(k)\) is the additive white Gaussian noise \(\epsilon(k)\) of zero mean and variance \(\sigma_e^2\). The equaliser uses an array of received signal

\[
\mathbf{r}(k) = [r(k), \ldots, r(k - m + 1)]^T
\]

(2)

to estimate the transmitted symbol \(s(k - d)\), i.e. \(s(k - d)\). The integers \(m\) and \(d\) are known as the feedforward order and delay order respectively.

The transmitted symbols that affect the input vector \(\mathbf{r}(k)\) is the transmit sequence \(s(k)\) for \(m_n\). There are \(N_t = 2^{m+n_a-1}\) possible combinations of these input sequences, i.e. \(\{s_j\}, 1 \leq j \leq N_s\ [2]\). In the absence of noise, there are \(N_t\) corresponding received sequences \(\mathbf{C}_d = \{c_j\}, 1 \leq j \leq N_t\), which are also referred to as channel states. The subscript \(d\) in \(\mathbf{C}_d\) denotes the delay order used. The values of the channel states are defined by the following equation,

\[
c_j = F[s_j] \quad 1 \leq j \leq N_t
\]

(3)

where the matrix \(F \in R^{m \times (m+n_a-1)}\) is

\[
F = \begin{bmatrix}
    a(0) & a(1) & \ldots & a(n_a - 1) & 0 & \ldots & \ldots & 0 \\
    0 & a(0) & a(1) & \ldots & a(n_a - 1) & 0 & \ldots & \ldots \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & \ldots & \ldots & a(0) & a(1) & \ldots & a(n_a - 1)
\end{bmatrix}
\]

(4)

When noise is present, the received vector \(\mathbf{r}(k)\) has a Gaussian distribution with expected values corresponding to the respective \(c_j\).

The set of channel states \(\{c_j\}, 1 \leq j \leq N_t\) can be partitioned according to the value of \(s(k - d)\), i.e., channel states associated with \(s(k - d) = +1\)
belong to the class $C_d^{(+)}$, and channel states associated with $s(k - d) = -1$ belong to the class $C_d^{(-1)}$. The response of the Bayesian equaliser prior to the slicer is \[ f(r(k)) = \sum_{c_i \in C^{(+)}(d)} p_i (2\pi \sigma^2_c)^{-m/2} \exp\left(-\frac{\|r(k) - c_i\|^2}{2\sigma_c^2}\right) \]
\[ - \sum_{c_j \in C^{(-)}(d)} p_j (2\pi \sigma^2_c)^{-m/2} \exp\left(-\frac{\|r(k) - c_j\|^2}{2\sigma_c^2}\right) \] \hspace{1cm} (5)
where $p_i$ and $p_j$ are the a priori probabilities of occurrence for the respective channel states. In the case of i.i.d transmitted symbols, $p_i = p_j = 1/N_s$. The output of the Bayesian equaliser $s(k - d)$ is $\text{sgn}(f(r(k)))$, where $\text{sgn}(.)$ is the signum function.

From Eq. 5, it is obvious that the structure of the RBF network is identical to the Bayesian equaliser $[2]$, and that the RBF network realises precisely the Bayesian solution when the weights, centres and the nonlinearity of hidden units are set accordingly.

2.1 Effects of delay order on decision boundaries

The set $\{r(k) | f(r(k)) = 0\}$ defines the Bayesian decision boundary and is dependent on the channel state values and the delay order parameter $[1, 2]$. The channel states are determined by the channel impulse response and the equaliser feedforward order. The channel states however do not uniquely define the decision boundary. Given a set of channel states, the decision boundary can be changed by using different delay orders.

As an example, the Bayesian decision boundaries realised by a RBF equaliser with feedforward order $m = 2$ for channel $H(z) = 0.5 + 1.0 z^{-1}$ is examined. Fig. 1a lists all the 8 possible combinations of the transmitted signal sequence $s(k)$ and the corresponding channel states $c_i$. Fig. 1b depicts the corresponding decision boundaries for the different delay orders. Note the dramatic change in the shape of the decision boundaries for different delay orders.

The use of different delay orders also results in different limits of BER performance. To determine the optimum delay order, a computationally simple method to estimate the BER of the Bayesian equaliser is presented in Sec. 3.2.

3 Probability of mis-classification

This section presents the analysis of probability of mis-classification of the Bayesian equaliser.
<table>
<thead>
<tr>
<th>SNo</th>
<th>Transmitted symbols $s(k)$</th>
<th>Channel State $\mathbf{c}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 1 1</td>
<td>1.5 1.5</td>
</tr>
<tr>
<td>2</td>
<td>1 1 -1</td>
<td>1.5 -0.5</td>
</tr>
<tr>
<td>3</td>
<td>1 -1 1</td>
<td>-0.5 0.5</td>
</tr>
<tr>
<td>4</td>
<td>1 -1 -1</td>
<td>-0.5 -1.5</td>
</tr>
<tr>
<td>5</td>
<td>-1 1 1</td>
<td>0.5 1.5</td>
</tr>
<tr>
<td>6</td>
<td>-1 1 -1</td>
<td>0.5 -0.5</td>
</tr>
<tr>
<td>7</td>
<td>-1 -1 1</td>
<td>-1.5 0.5</td>
</tr>
<tr>
<td>8</td>
<td>-1 -1 -1</td>
<td>-1.5 -1.5</td>
</tr>
</tbody>
</table>

Fig (a) : State Table

Figure 1: (a) Input and desired channel states for channel $H(z)$, (b) Bayesian decision boundaries for channel $H(z)$.

### 3.1 Evaluating the probability of error

We define $Z^+ \subset \mathbb{R}^m$ to be the region of $r(k)$ classified as $+1$ and $Z^- \subset \mathbb{R}^m$ to be the region classified as $-1$. The probability of making a wrong decision $P_e$ is

$$P_e = \sum_{c_i \in C^+} p_i \int_{r \in Z^-} f_{r|c_i}(r)\,dr + \sum_{c_j \in C^-} p_j \int_{r \in Z^+} f_{r|c_j}(r)\,dr$$

(6)

where $f_{r|c_i}(r)$ is the probability density function (pdf) of the noisy received vector $r$ conditioned on the received channel state being $c_i$,

$$f_{r|c_i}(r) = (2\pi \sigma_r^2)^{-m/2} \exp(-\|r - c_i\|^2/(2\sigma_r^2))$$

(7)

Because the symbol constellation is symmetric, equation (6) can be reduced to

$$P_e = 2 \sum_{c_i \in C^+} p_i \int_{r \in Z^-} f_{r|c_i}(r)\,dr$$

(8)

### 3.2 Estimating the probability of error

The evaluation of BER using Eq. 8 involves evaluating $m$-dimensional integrals over the error region $Z^-$. As a closed-form solution for the expression does not exist, one must resort to numerical methods. This option however...
is un-attractive for large \( m \). As our requirement to find BER performance is only one of comparing relative performance for equalisers using different delay orders, a simple approximation may be used to estimate the BER. The probability of mis-classifications, \( P_e \), can be expressed as

\[
P_e = \frac{1}{N_s} \sum_{i=1}^{N_s} P_e(c_i)
\]  

where \( P_e(c_i) \) is the probability of mis-classification conditioned on the noise-free channel state being \( c_i \). It can be shown that in the case when SNR \( \rightarrow \infty \), \( P_e(c_i) \) can be reduced to the minimum distance bound [9], i.e.,

\[
P_e(c_i) = Q(\xi / \sigma_c) = \int_{\xi}^{\infty} (2\pi \sigma_c^2)^{-1/2} \exp(-x^2/(2\sigma_c^2)) \, dx
\]

where \( |\xi| \) is the absolute minimum Euclidean distance of \( c_i \) to the decision boundary.

Although Eq. 10 is only valid for very high SNR, it can be applied with Eq. 9 to evaluate a rough estimate of the BER performance. Our simulation results however indicate that the proposed estimator gives good BER estimates even for low SNRs.

### 3.3 BER estimate: Some simulation results

Simulations were conducted to compare the BER results obtained using Eqs. 9 and 10 with those obtained by the Monte Carlo (MC) simulations. The following channels which have the same magnitude but different phase response were used,

\[
H1(z) = 0.8745 + 0.4372z^{-1} - 0.2098z^{-2}
\]

\[
H2(z) = 0.2620 - 0.6647z^{-1} - 0.6995z^{-2}
\]

For the experiment, the equaliser’s feedforward order was chosen to be 4 with the transmit symbol alphabet \( \{\pm 1\} \). Fig 2 compares the BER estimates of Eqs. 9 and 10 with those of MC simulations for the two channels using different delay orders. The results show that the proposed BER estimate is very accurate. To illustrate the strong dependence of the equaliser’s performance with respect to the delay order, we plot the performance of the equaliser using the delay parameter as the horizontal axis in Fig 3.

### 4 Selecting subset RBF model

The implementation of the full RBF solution requires the use of all \( N_s \) channel states. In some cases, equivalent Bayesian solution may be realised by using a subset of the full model. For example, the decision boundaries of delay
order 1 and 2 (Fig 1b) can be realised by a RBF model with centres $c_i$ from $\{c_3, c_4, c_5, c_6\}$ (Fig 4a,b).

In many cases, we have observed that it is possible to find small subset RBF model to approximate the full model’s solution when the decision boundary is linearly separable. The task is however much more difficult when the decision boundary is nonlinearly separable.

This section examines subset model selection algorithms to reduce implementation complexity of the RBF equaliser. The objective is to find a smaller-sized, in terms of number of centres, RBF model to realise or to approximate the same Bayesian solution as the full model. To understand how centres affect boundary, we analyse the effects of centre positions on decision boundary when $\sigma_e \rightarrow 0$. Defining the points on the boundary as $r_0$, i.e. $[r_0 | f(r_0) = 0]$, Eq. 5 becomes

$$\sum_{c_k \in C^+} p_k (2\pi \sigma_e^2)^{-m/2} \exp(-||r_0 - c_k^+||^2/2\sigma_e^2) =$$

$$\sum_{c_i \in C^-} p_i (2\pi \sigma_e^2)^{-m/2} \exp(-||r_0 - c_i^-||^2/2\sigma_e^2) \quad (13)$$

When $\sigma_e \rightarrow 0$, the sum on the l.h.s. of Eq. 13 becomes dominated by the closest centres to $r_0$, i.e.

$$U^+ = \min_{c_k \in C^+} \{||r_0 - c_k||\} \quad (14)$$

This is because the contribution of centres $c_k \notin U^+$ converges much more quickly to zero when $\sigma_e \rightarrow 0$ than centres belonging to $U^+$. Similarly, the sum on the r.h.s of Eq. 13 becomes dominated by the closest centres, $U^-$. This
Figure 3: Estimated and MC simulations BER vs delay order for SNR 12dB, 14dB and 16dB for H1(z) (Fig a) and H2(z) (Fig b).

implies that the asymptotic decision boundaries are hyper-planes between pairs of $U^+, U^-$ and that the set of all $U^+, U^-$ defines the asymptotic decision boundaries. The following algorithm may be employed to find the set of all $U^+, U^-$.

**Algorithm 1: Finding $U^+, U^-$**

For $c_i \in c^+$
  For $c_j \in c^-$
    \[ r = c_i + \left( \frac{c_j - c_i}{2} \right) \]
  \[ f(r) = 0 \text{ and } c_i = \min_{c_k \in c^+} \{ \| r - c_k \| \} \]
  \[ c_i \rightarrow U^+, c_j \rightarrow U^- \]
  next $c_j$,
  next $c_i$.

Algorithm 1 was tested to find subset models from the full RBF model (Sec. 2.1) used on channel $H(z) = 0.5 + 1.0 z^{-1}$. As expected, when delay order 0 was used, all the centres, $\{c_1, \ldots, c_6\}$ were picked to form the subset model (Fig. 1b). For the case of using delay order 1, the selected subset model consisted of centres $\{c_3, c_4, c_5, c_6\}$. These results can be easily verified by visual inspection of the boundary formation as illustrated in Figs. 4a and 4b.

Although algorithm 1 works, the selection process is not optimum in the sense that redundant centres may be included to form the subset model. To illustrate, consider the selected subset model when delay order 2 was used.
By visual inspection of Figs. 4b and 1b, it is clear that the subset model with centres \{c_3, c_4, c_5, c_6\} is sufficient to realise the Bayesian boundary. Algorithm 1, however, picked all the centres to form the subset model. The reason for including centres \{c_1, c_2\} and \{c_7, c_8\} is that these two pairs of centres satisfy Eq. 15 in algorithm 1 and thus also define the asymptotic decision boundary. They are however unnecessary because the decision boundary formed using centres \{c_3, c_4\} and \{c_5, c_6\} are the same.

To minimise the inclusion of redundant centres, an additional condition is introduced in Eq. 15 to verify if the new centres under consideration affect decision boundary. If the decision boundary changes with the inclusion of the new centres, they will be accepted, otherwise ignored. By adding this condition, some redundant centres will not be included in the selected subset model. The algorithm for the improved version is as follows:

**Algorithm 2**: Finding $U^+, U^-$

\[
\mathbf{r} = c_i + \left( \frac{c_i-c_j}{c_j-c_i} \right) \\
\text{if } \begin{cases} f(\mathbf{r}) = 0 \text{ and } \\ c_i = \min_{k \in \mathbb{R}^d} \{ ||\mathbf{r} - c_i|| \} \text{ and } \\ f_j(\mathbf{r}) \neq 0 \end{cases} \\
c_i \rightarrow U^+, c_j \rightarrow U^- \\
f_j = \text{RBF model formed using } U^+, U^- \text{ as centres.}
\]
4.1 Subset model selection: some simulation results

Simulations were conducted to select subset models from the full model used on channels $H_1(z)$ and $H_2(z)$. The feed forward order used was $m = 4$, resulting in a full model with $N_s = 2^{m+n_a-1} = 64$ centres. Using SNR condition at $16\text{dB}$, simulations were conducted to evaluate the performance of the subset RBF, full RBF and the linear Wiener equalisers for the two channels. The results are tabulated in Table 1a and 1b; The first column of each table indicates the delay order parameter, the second column shows the size of the subset model used while the third, fourth and fifth columns list the BER performance of the respective equalisers and the last column indicates if the decision boundary is linearly or not-linearly separable.

Our results indicate that the full RBF models’ BER performance, for cases when the decision boundary is linearly separable, are normally better than those when the decision boundary is not linearly separable. This is not surprising since decision boundaries which are not linearly separable tend to be much more complicated and have more centres with different decision outputs near to each other. It was also observed that smaller-sized RBF subset models can be found for the case when the boundary is linearly separable, and their performance not significantly poorer than the full model’s performance.

<table>
<thead>
<tr>
<th>Delay</th>
<th>Subset Size</th>
<th>Subset BER</th>
<th>Full-model BER</th>
<th>Linear-Eq BER</th>
<th>Decision Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>56</td>
<td>-4.09</td>
<td>-4.09</td>
<td>-3.44</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>1</td>
<td>57</td>
<td>-4.14</td>
<td>-4.14</td>
<td>-3.07</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>-4.11</td>
<td>-4.12</td>
<td>-2.36</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>-4.11</td>
<td>-4.12</td>
<td>-1.84</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>-1.91</td>
<td>-1.91</td>
<td>-0.59</td>
<td>Not-Linear Sep.</td>
</tr>
<tr>
<td>5</td>
<td>64</td>
<td>-0.97</td>
<td>-0.97</td>
<td>-0.37</td>
<td>Not-Linear Sep.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Delay</th>
<th>Subset Size</th>
<th>Subset BER</th>
<th>Full-model BER</th>
<th>Linear-Eq BER</th>
<th>Decision Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>56</td>
<td>-0.80</td>
<td>-4.09</td>
<td>-1.30</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
<td>-3.43</td>
<td>-4.12</td>
<td>-3.43</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>-3.32</td>
<td>-1.91</td>
<td>-3.32</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>-3.41</td>
<td>-0.59</td>
<td>-3.41</td>
<td>Linear Sep.</td>
</tr>
</tbody>
</table>

Table 1a: Channel $H_1(z)$

<table>
<thead>
<tr>
<th>Delay</th>
<th>Subset Size</th>
<th>Subset BER</th>
<th>Full-model BER</th>
<th>Linear-Eq BER</th>
<th>Decision Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>56</td>
<td>-1.30</td>
<td>-4.09</td>
<td>-0.80</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>3</td>
<td>56</td>
<td>-3.43</td>
<td>-4.12</td>
<td>-3.43</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>-3.32</td>
<td>-1.91</td>
<td>-3.32</td>
<td>Linear Sep.</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>-3.41</td>
<td>-0.59</td>
<td>-3.41</td>
<td>Linear Sep.</td>
</tr>
</tbody>
</table>

Table 1b: Channel $H_2(z)$

Table 1: Comparing the performance of the full-size (64 centres) RBF equaliser, subset RBF equaliser and the Wiener equaliser for Channel $H_1(z)$ (Table 1a) and Channel $H_2(z)$ (Table 1b) at SNR=16db.
5 Conclusions

This paper discusses the implementation of the RBF equaliser to realise the Bayesian solution. In particular, the effects of the delay order parameter on decision boundaries and BER performance is highlighted. We have showed that the attainable BER performance depends strongly on the delay order parameter and can be significantly different for various values of the delay order. To determine the optimum operating delay order parameter, a simple BER estimator for the RBF equaliser is proposed.

The implementation complexity of the RBF equaliser to realise the Bayesian solution is also discussed. To reduce some of the implementation complexity, we have introduced an algorithm to select subset model from the full RBF implementation. Our results indicate that that good subset models with no significant degradation in BER performance may be found.
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Appendix B

Maple programme to derive gradient of $P_l$ cost function

This section discusses the derivation of $\frac{\partial P_l}{\partial w_m}$ where $P_l$ is the linear equaliser’s probability of mis-classification cost function, and $w_m$ is the $m^{th}$ weight of the linear equaliser.

To recap, the expression of the probability of mis-classification of a linear equaliser, $P_l$, is

$$P_l = \frac{1}{N_s} \sum_{c_j \in C_+} P_{c_j} + \frac{1}{N_s} \sum_{c_k \in C_-} P_{c_k}.$$  \hfill (B.1)

In optimising the above function with respect to the weights $w$ of the linear equaliser, the partial differentiaion of the $P_l$ with respect to the weights needs to be calculated. The values of $\frac{\partial P_l}{\partial w_1}, \frac{\partial P_l}{\partial w_2}, \ldots, \frac{\partial P_l}{\partial w_m}$, where $\frac{\partial P_l}{\partial w_k}$, $1 \leq k \leq m$, is

$$\frac{\partial P_l}{\partial w_k} = \frac{1}{N_s} \sum_{j=1}^{N_s} \frac{\partial Q(\mid \sigma_r)}{\partial w_k}. \hfill (B.2)$$

By chain rule, each $\frac{\partial Q(\mid \sigma_r)}{\partial w_k}$ can be expressed as

$$\frac{\partial Q(\mid \sigma_r)}{\partial w_k} = \frac{\partial Q(\mid \sigma_r)}{\partial \zeta_j} \frac{\partial \zeta_j}{\partial w_k}. \hfill (B.3)$$

The results using the Maple symbolic partial differentiaion algorithm shows that

$$\frac{\partial Q(\mid \sigma_r)}{\partial w_k} = \frac{\sqrt{2}}{2 \sigma} - \frac{i}{\sqrt{2}} \left( w_k (c_j^T w) - (\text{sgn}(c_j^T w) c_j k \sum_{i=1}^{m} w_i^2) \right) \sigma \sqrt{\pi} \left( \sum_{i=1}^{m} w_i^2 \right)^{3/2}. \hfill (B.4)$$

The Maple session to perform the above derivation is contained in the following pages.
> q'abs := proc(w1, std_dev)
> local a;
> a := (1/sqrt((2*Pi)))*int(exp(-x^2/2), x = -abs(val1)/std_dev .. infinity);
> RETURN(a);
> end;
>
> q'abs := proc(w1, std_dev)
> local a;
> a := 1/sqrt((2*Pi)) * int(exp(-x^2/2), x = -abs(val1)/std_dev .. infinity);
> RETURN(a);
> end;

> d1 := (c11*w1 + c12*w2 + c13*w3)/sqrt(w1^2 + w2^2 + w3^2);
> d2 := (c21*w1 + c22*w2 + c23*w3)/sqrt(w1^2 + w2^2 + w3^2);
> d3 := (c31*w1 + c32*w2 + c33*w3)/sqrt(w1^2 + w2^2 + w3^2);
> d4 := (c41*w1 + c42*w2 + c43*w3)/sqrt(w1^2 + w2^2 + w3^2);
>
> q1abs := 1/2 * sqrt(1/2 * sqrt(pi) - 1/2 * sqrt(pi) * erf(1/2 * sqrt(11*w1 + c12*w2 + c13*w3)/sqrt(w1^2 + w2^2 + w3^2) * std_dev));
> q2abs := 1/2 * sqrt(1/2 * sqrt(pi) - 1/2 * sqrt(pi) * erf(1/2 * sqrt(21*w1 + c22*w2 + c23*w3)/sqrt(w1^2 + w2^2 + w3^2) * std_dev));
> q3abs := 1/2 * sqrt(1/2 * sqrt(pi) - 1/2 * sqrt(pi) * erf(1/2 * sqrt(31*w1 + c32*w2 + c33*w3)/sqrt(w1^2 + w2^2 + w3^2) * std_dev));
> q4abs := 1/2 * sqrt(1/2 * sqrt(pi) - 1/2 * sqrt(pi) * erf(1/2 * sqrt(41*w1 + c42*w2 + c43*w3)/sqrt(w1^2 + w2^2 + w3^2) * std_dev));
\begin{verbatim}
> diff abs(w1) := simplify(diff(abs(w1), w1));
> diff abs(w1) := simplify(diff(abs(w1), w1));
> diff abs(w1) := simplify(diff(abs(w1), w1));
> diff abs(w1) := simplify(diff(abs(w1), w1));

\\begin{align*}
\text{diff abs(w1)} &= \frac{1}{2} \left( \frac{\text{abs}(1, c_1 t w_1 + c_2 w_2 + c_3 w_3) \{ t^2 + w^2 + w^3 \}}{\sqrt{\mathbb{E}}}
+ \{ t t w t + c_2 w w + c_3 w \} \{ \text{abs}(1, w t^2 + v^2 + w^3) w t \} / (\sqrt{\mathbb{E}}) \\
&\quad + w^2 + w^3 + w^3 \sqrt{\mathbb{E}} \text{ std dev} \right) \\
\text{diff abs(w2)} &= \frac{1}{2} \left( \frac{\text{abs}(1, c_1 t w_1 + c_2 w_2 + c_3 w_3) \{ t^2 + w^2 + w^3 \}}{\sqrt{\mathbb{E}}}
+ \{ t t w t + c_2 w w + c_3 w \} \{ \text{abs}(1, w t^2 + v^2 + w^3) w t \} / (\sqrt{\mathbb{E}}) \\
&\quad + w^2 + w^3 + w^3 \sqrt{\mathbb{E}} \text{ std dev} \right) \\
\text{diff abs(w3)} &= \frac{1}{2} \left( \frac{\text{abs}(1, c_1 t w_1 + c_2 w_2 + c_3 w_3) \{ t^2 + w^2 + w^3 \}}{\sqrt{\mathbb{E}}}
+ \{ t t w t + c_2 w w + c_3 w \} \{ \text{abs}(1, w t^2 + v^2 + w^3) w t \} / (\sqrt{\mathbb{E}}) \\
&\quad + w^2 + w^3 + w^3 \sqrt{\mathbb{E}} \text{ std dev} \right) \\
\text{diff abs(w4)} &= \frac{1}{2} \left( \frac{\text{abs}(1, c_1 t w_1 + c_2 w_2 + c_3 w_3) \{ t^2 + w^2 + w^3 \}}{\sqrt{\mathbb{E}}}
+ \{ t t w t + c_2 w w + c_3 w \} \{ \text{abs}(1, w t^2 + v^2 + w^3) w t \} / (\sqrt{\mathbb{E}}) \\
&\quad + w^2 + w^3 + w^3 \sqrt{\mathbb{E}} \text{ std dev} \right)
\\end{align*}
\end{verbatim}
\[ \text{diff} \, \frac{d^2}{dx^2} \text{abs} \, f = \frac{1}{2} \left( \frac{\sqrt{1 + \left( \frac{d}{dx} \text{abs} \, f \right)^2}}{\sqrt{1 + \left( \frac{d}{dx} \text{abs} \, f \right)^2}} \right) \sqrt{\text{abs} \left( 1 \right)} \]

\[ = \text{abs} \left( c_1 u_1 + c_2 u_2 + c_3 u_3 \right) \sqrt{\frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2}} \]

\[ + \frac{1}{2} \left( c_1 u_1 + c_2 u_2 + c_3 u_3 \right) \left( u_1^2 + u_2^2 + u_3^2 \right) \left( \frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2} \right) \left( \frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2} \right) \]

\[ \text{diff} \, \frac{d^2}{dx^2} \text{abs} \, f = \frac{1}{2} \left( \frac{\sqrt{1 + \left( \frac{d}{dx} \text{abs} \, f \right)^2}}{\sqrt{1 + \left( \frac{d}{dx} \text{abs} \, f \right)^2}} \right) \sqrt{\text{abs} \left( 1 \right)} \]

\[ = \text{abs} \left( c_4 u_1 + c_5 u_2 + c_6 u_3 \right) \sqrt{\frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2}} \]

\[ + \frac{1}{2} \left( c_4 u_1 + c_5 u_2 + c_6 u_3 \right) \left( u_1^2 + u_2^2 + u_3^2 \right) \left( \frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2} \right) \left( \frac{u_1^2 + u_2^2 + u_3^2}{u_1^2 + u_2^2 + u_3^2} \right) \]